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#### Abstract

\section*{The main theme of this work can divided in main aspects:}


First, We modify some theorems to ensure: the existence and uniqueness of the solution for the Lyapunov and Quasi - Lyapunov operator equations. As well as we study and discuss the existence . and uniqueness of the solution of the discrete-time, Sylvester and Lyapounv operator equations.

Second, the range of he Quasi - Lyapunov equation is studied and, we study the nature Discrete - tithe as well as, the study of the range $\tau_{\mathrm{AB}}$ and $\tau_{\mathrm{A}}$ are introduce.

Third the nature of the solution for the Lyapunov and Quasi Lyapunov operators (Continuous - time) are studied for special types of operators.

Also, we study the nature solution and the range of the generalization continuous - tithe Lyapuriov operator equations.

## TABLE OF NOTATIONS

IR The field of real numbers
C The field of complex numbers
H Infinite dimensional complex - separable Hilbert space
B (H) The Ban ach algebra of all bounded linear Operators On a Hilbert space H .
$\sigma$ (A) The spectrum of the operator A.
Range (A). The range of the operator A.
<, > Inner product.
$\|X\|$ Norm of $X$.
A* The adjoint of the operator.
F The filed
R The ring
$\operatorname{ker}(\mathrm{x})$ The kernel of The operator X
$\mathrm{A}^{-1}$ The inverse of the operator A
$\{\mathrm{Xn}\}$ The sequence of vector.
I Identity operator .

## Introduction :

Thu Lyaptinon operator equation are of two types. The first type is continuous - time Lyapunov operator equation which takes the from $\mathrm{A} * \mathrm{X}+\mathrm{XA}=\mathrm{W}$, where A and W are known operators defined on a Hilbert space $\mathrm{H}, \mathrm{X}$ is the known operator that must be determined, [3] , and [5].

The second type is discrete - time Lyapunoy operator equation which takes $\mathrm{A} * \mathrm{XA}-\mathrm{X}=\mathrm{W}$, where A and W are known operators defined on a Hilbert space $H$, and $X$ is the unknown operators. that must be determined, [5].

This work concern with special types of the linear operator equation namely the Qusai - Lyapunov operator equation.

These types of linear operator equations have many real life applications in physics biotechnology, [3] and [4]. This work is study. of the nature of solution foe the linear Lyapunov, and Qusai Lyapunov operator equations.

This thesis consist of five chapters in chapter one, we recall some definitions basic concept and some properties which are important for the discussion of our later results

In Chapter two we give some modifications for Selvester Rosenblum theorem to guarantee the existence and uniqueness foe the solution of discrete - time Lyapunov equation - as well as the natural of the solution for this equation operators studied .

In Chapter three we study the nature of the solution of the continuous - time Lyapunov and Qnsai - Lyapunov operator equations for special types of operators as well as the study of the range of $\tau_{\mathrm{A}}, \tau_{\mathrm{AB}}$ and $\mu_{\mathrm{A}}$. where:
$\tau_{\mathrm{A}}(\mathrm{X})=\mathrm{A}^{*} \mathrm{X}+\mathrm{XA}$.
$\ell_{A}(\mathrm{X})=\mathrm{AX}+\mathrm{X} * \mathrm{~A}$
$\mu_{\mathrm{A}}(\mathrm{X})=\mathrm{AX}+\mathrm{XA}$
$\mathrm{X}\rfloor \mathrm{B}(\mathrm{H})$ and A is a fixed operator in H .
In Chapter four, we discuss the nature of solution for generalization of continuous - time Lyapunove operator equations.

In Chapter five, we study and discuss the range of the generalization of continuous - time Lyaponove operator equations.

## Chapter One

## Basic Operators Concepts

## CHAPTER ONE

## BASIC OPERATORS CONCEPTS

## (1.1) Basic Definitions:

In this section, we give some definitions which are important for the .study of our later results.

## Definition (1.1.1), [11]:

Let V be a vector space real or complex then V is called a normed space if there is a norm function $\|\|:. \mathrm{V} \rightarrow \mathrm{R}$ defined on it, and if this space is complete with respect to this norm, then it is called a Banach space, thus a Banach is a complete normed vector space.

## Definition (1.1.2) [11]:

A Banach space $V$ is called a Banach algebra if there is a multiplication $\langle\mathrm{u}, \mathrm{v}\rangle=\mathrm{uv}: \mathrm{VxV}$ which is linear each factor in particular is a ring (not necessary communicative) and $\|\mathrm{uv}\| \leq\| \| \mathrm{v} \|$ all $u$, $v$ in $V$.

## Definition (1.1.3) [11]:

The space V is called an inner product space if there is an inner function <...> : V x V $\rightarrow \mathrm{R}$ or C defined on it. If this space is complete with respect to the norm induced by this inner product, then it is called a Hilbert space.

## Definition (1.1.4), [10]:

Let X and Y be vector spaces. A map $\mathrm{B}: \mathrm{X} \rightarrow \mathrm{Y}$ is called a linear operator (map) if
$\mathrm{B}(\lambda \mathrm{x}+\mu \mathrm{z})=\lambda \mathrm{Bx}+\mu \mathrm{Bz} \quad, \forall \mathrm{x}, \mathrm{z}\rfloor \mathrm{X}$ and $\mathrm{V} \lambda, \mu\rfloor \mathrm{F}$.

## Definitions (1.1.5), [5]:

An equation of the form
$\mathrm{L}(\mathrm{X})=\mathrm{W}$,
is said to be an operator equation, where L and W are known operators defined on a Hilbert space $H$, and $X$ is the unknown operator that must be determined.

In equation (1-1), if the operator $L$ is linear then this equation is said to be linear operator equation. Otherwise, it is a non-linear operator equation.

## Definition (1.1,6), [7]:

An operator A on a Hilbert space $H$ is said to be self - adjoint if $\mathrm{A}^{*}=\mathrm{A}$.

## Definition (1.1.7) [7]:

An operator . A on Hilbert space H is said to be a skew - adjoint if $A^{*}=-\mathrm{A}$.

## Definition (1.1.8), [7]:

An operator $A$ on a Hilbert space $H$ is said to be normal if $A * A=A A^{*}$. That is, $\langle A * A x, x\rangle=\left\langle A A^{*} x, x\right\rangle$ for all $x$ in $H$.

## Definition (1.1.9), [7]:

An operator $A$ on a Hilbert space $H$ is said to be hyponormal if $A^{*} A-$ $\mathrm{AA}^{*} \geq 0$. i.e.,
$\left.<\left(\mathrm{A} * \mathrm{~A}-\mathrm{AA}^{*}\right) \mathrm{x}, \mathrm{x}>\geq 0 \quad \forall \mathrm{x}\right\rfloor \mathrm{H}$.

## Definition (1.1.10), [7]:

An operator A on a Hithert space H is said to be * - paranormal if $\left\|A^{2} x\right\| \geq\|A * x\|$, for every unit vector $x$ in $H$. Equivalently $A$ is *paranormal if $\left\|A^{2} \mathrm{x}\right\|\|\mathrm{x}\| \geq\left\|\mathrm{A}^{*} \mathrm{x}\right\|^{2}$ for every x in H .

## Definition (1.1.11), [7]:

An operator $A$ on a Hilbert space is said to be binormal if $A * A$ commutive with $\mathrm{AA}^{*}$. i.e.,
$\mathrm{A} * \mathrm{AAA}^{*}=\mathrm{AA}^{*} \mathrm{~A} * \mathrm{~A}$.

## Definition (1.1.12), [7]:

An operator on a Hilbert space H is said to be quasinormal if A commutive $A^{*}$ A. i.e.,
$\mathrm{AA} * \mathrm{~A}=\mathrm{A} * \mathrm{AA}$,

## Definition (1.1.13), [7]:

An operator $A$ on a Hilbert space $H$ is called $\Theta$ - operator if $A^{*} A$ commutive with $\left(\mathrm{A}+\mathrm{A}^{*}\right)$. i.e.,
$A * A\left(A+A^{*}\right)=\left(A+A^{*}\right) A A^{*}$.

## Definition (1.1.14), [17]:

If $B(H)$ is a Banach algebra with identity and $A\rfloor B(H)$, the spectrum of a, denoted by $\sigma(\mathrm{A})$, is defined by:
$\sigma(\mathrm{A})=\{\sigma\rfloor: \mathrm{A}-\alpha \mathrm{I}$ is not invertible $\}.$
The left spectrum, $\sigma_{\ell}(\mathrm{A})$, is the set
$\{\alpha\rfloor \mathrm{F}: \mathrm{A}-\alpha \mathrm{I}$ is not left invertible $\}$, the right spectrum
$\sigma_{\mathrm{r}}(\mathrm{A})$, is the set $\{\alpha\rfloor \mathrm{F}: \mathrm{A}-\alpha \mathrm{I}$ is not right invertible $\}$.

## Definition (1.1.15), [15]:

Let $X$ be a Banach space over $C$, and let $A \downharpoonleft B(H)$, defined $\sigma_{\pi}(\mathrm{A})=\{\lambda\rfloor \mathrm{C}: \mathrm{A}-\lambda \mathrm{I}$ is not bounded below $\}$
$\sigma_{\pi}(\mathrm{A})$ is called the approximate point spectrum of A. An important subset of
$\sigma_{\pi}(\mathrm{A})$ is the point spectrum or eigenvalues of $\mathrm{A}, \sigma_{\mathrm{p}}(\mathrm{A})$
where: $\left.\sigma_{p}(\mathrm{~A})=\{\lambda\rfloor \mathrm{C}: \operatorname{ker}(\mathrm{A}-\lambda \mathrm{I}) \vee\{0\}\right\}$
Also, defined $\sigma_{\delta}(\mathrm{A})=\{\lambda\rfloor \mathrm{C}: \operatorname{ker}(\mathrm{A}-\lambda \mathrm{I}$ is not surjecrive $\}, \sigma_{\delta}(\mathrm{A})$ is called the defect spectrum of A.

## Definition (L1.16), [7]:

An operator A on a Hilbert space His said to be compact if, given any sequence of :vectors $\{x$,$\} . such that \|X n\|$ is bounded, $\{A X n\}$, has a convergent subsequence.

## Definition (1.1.17), [2]:

A linear mapping $\tau$ from a ring $R$ to itself is called a derivation, if $\tau(a b)=a \tau(b)+\tau(a) b$ for all $a, b$ in $R$.

## Definition (1.1.18), [2]:

Let $R$ be a ring, a Jordan derivation $f: R \rightarrow R$ is defined to be an additive mapping satisfying $f\left(a^{2}\right)=a f(a)+f(a) a$. Now, let $R$ be ${ }^{*}$ - ring, i.e., a ring with involution *.

## Definition (1.1.19), [2]1:

A linear mapping $T: R \rightarrow R$ is called Jordan *- derivation, if for all $\mathrm{a}, \mathrm{b}\rfloor \mathrm{R}$ and $\tau\left(\mathrm{a}^{2}\right)=\mathrm{a} \tau+\tau\left(\mathrm{a} \mathrm{a}^{*}\right.$. If R is a ring with the trivial involution, $\mathrm{a}^{*}=\mathrm{a}$, then the set of all Jordan derivation is equal to set of all Jordan derivations.

## Definition (1.1.20), [7]:

An operator A on a Hilbert space H is said to be isometric if $\mathrm{A} * \mathrm{~A}=\mathrm{I}$, that is $\|\mathrm{Ax}\|=\|\mathrm{x}\|$, for all x in a Hilbert space H .

## (1.2) Basic Properties and Theorems:

In this section, we give examples and elementary properties and theorems of operator.

## Proposition (1.2.1), [9]1:

1. If A is a Heimetian (self - adjoint) operator that is, $\mathrm{A}=\mathrm{A}^{*}$, then A is normal.
2. If U is a unitary operator, that is, $\mathrm{U}^{*} \mathrm{U}=\mathrm{UU}^{*}=\mathrm{I}$, then U is normal.
3. If A is a skew - Hermition (skew - adjoint), that is, $\mathrm{A}^{*}=-\mathrm{A}$, then A is normal .

Note that, the converses of statements (1), (2), and (3)

## Example (1.2.1):

Let $\mathrm{I}: \mathrm{H} \rightarrow \mathrm{H}$ be the identity operator on a Hilbert space H ., and $\mathrm{A}=2 \mathrm{iI}$. Therefore, $\mathrm{A}^{*}=-2 \mathrm{iI}$ Hence, $\mathrm{A}^{*} \mathrm{~A}=\mathrm{AA} *$. This is normal operator, but it is not self - adjoint, since $\mathrm{A} \vee \mathrm{A}^{*}$. Also, A is not unitary operator because $A * A=A A^{*} \vee I$.

## Example (1.2.2):

As for (3) in proposition (1.2.1), let

$$
\mathrm{A}=\left(\begin{array}{ll}
1 & 2 \\
2 & 1
\end{array}\right) \text { one can get } \mathrm{A}^{*}=\left(\begin{array}{ll}
1 & 2 \\
2 & 1
\end{array}\right)
$$

Hence $\mathrm{A}^{*} \mathrm{~A}=\mathrm{AA}^{*}$ and A is normal, but A is not a skew $-\operatorname{adjoint}$

## Proposition (1.2.2), [1]:

Let $A$ be an operator on a Hilbert space $H$, then the following statements are equivalent:

1. A is normal.
2. $\|\mathrm{Ax}\|=\left\|\mathrm{A}^{*} \mathrm{x}\right\|$ for all x in a Hilbert space H .

## Proposition (1.2.3), [8]:

1. A is normal operator if and only if $\mathrm{A}-\lambda \mathrm{I}$ is normal for each $\lambda$ in C .
2. If A is normal and $\mathrm{A}^{-1}$ exists, then $\mathrm{A}^{-1}$ is normal.
3. Let A and B be normal operators, then AB is normal if $\mathrm{AB}^{*}=\mathrm{B}^{*} \mathrm{~A}$.
4. Let A and B be normal operators, then $\mathrm{A}+\mathrm{B}$ is normal if $\mathrm{AB}^{*}$ $=\mathrm{B}^{*} \mathrm{~A}$.

## Theorem (1.2.1), [8]:

If $\sigma(\mathrm{A}) \cap(-\mathrm{A})=\Phi$, then A and $\mathrm{A}^{2}$ commute with exactly the same operators.

## Remark (1.2.1),[8]:

Note that if $\sigma(\mathrm{A}) \cap \sigma(-\mathrm{A}) \vee \Phi$, then theorem (1.2.1) may not hold.

## Example (1.2.3):

Let $A=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ and $B=\left(\begin{array}{ll}0 & 1 \\ 1 & 1\end{array}\right)$. It is easy checked that:
$\mathrm{A}^{2} \mathrm{~B}=\mathrm{BA}^{2}, \quad,(\mathrm{~A})=\{1,1\}$ and $\sigma(-\mathrm{A})=\{-1,1\}$, therefore
$\sigma(\mathrm{A}) \cap \sigma(-\mathrm{A}) \vee \Phi$, but A does not commute with B .

Now we give the following corollary that was mentioned as remark (1.2.1).

## Corollary(1.2.1),[8]:

If $\mathrm{A}^{2}$ is normal and $\sigma(\mathrm{A}) \cap \sigma(-\mathrm{A})=\Phi$, then A is normal.

## Proof:

Since $A^{2}$ is normal and commutes with $A$, then $A * A^{2}=A^{2} A^{*}$. Since $\sigma(\mathrm{A}) \cap \sigma(-\mathrm{A})=\Phi$, then by theorem (1.2.1), $\mathrm{A}^{*} \mathrm{~A}=\mathrm{AA}^{*}$ and A is normal.

## Proposition (1.2.4),[12]:

Let A be an operator on a Hilbert space H. Then, the following statements are equivalent:

1. A is hyponormal.
2. $\|A * x\| \leq\|A x\| \forall x\rfloor H$.

## Proposition (1.2.5), [12]:

Let A be a hyponomial operator, then :

1- A- $\lambda \mathrm{I}$ is hyponormal for all $\lambda$ in C .
2. If $\mathrm{A}^{-1}$ exists, then $\mathrm{A}^{-1}$ is hyponormal.

## Proposition (1.2.6), [12]:

Every nonzero hyponormal operator compact operator is normal.

## Remark (1.2.2),[12]:

Every hyponbrmal operator is * - paranormal. In particular, every normal operator is * paranormal.

## Proof:

Let T be a hyponormal operator and let x in a Hilbert space H such that $\|X\|=1$, then $\left\|T^{*} x\right\|^{2} \leq\|T x\|^{2}$. Also $\left\|T^{*} x\right\|^{2} \leq\left\|T^{2} X\right\|$. $\left\|\mathrm{T}^{*} \mathrm{x}\right\|^{2} \leq\|\mathrm{Tx}\|^{2} \leq\left\|\mathrm{T}^{2} \mathrm{x}\right\|$. Hence T is $\mathrm{a}^{*}$ - paranormal operator.

## Remark (1.2.3),[8],:

1. Every normal operator is binomial.
2. Every quasi normal operator is binormal.

## Proposition (1.2.7), [8]:

1. A is binomial if and only if $\mathrm{A}^{*}$ is binomial.
2. If A is binormal and a is any complex scalar, then $\alpha \mathrm{A}$ is binormal.
3. If A is binomial, then $\mathrm{A}^{-1}$ is binonnal if $\mathrm{A}^{-1}$ exists.

## Proposition (1.2.8), [12]:

Let $A$ be hyponormal and binomial operator, then $A^{n}$ is hypononnal for $\mathrm{n} \geq$

## Proposition (1.2.9), [8]:

Let A be an operator on Hilbert Space H , then the following statements a equivalent:

1. A is a $\Theta$ - operator.
2. $A^{*}\left(A^{*} A-A A^{*}\right)=\left(A^{*} A-A^{*} A\right) A$.

## Proof:

Let $A$ be a $\Theta-$ operator, then $A^{*}\left(A^{*} A-A A^{*}\right)=A^{*} A^{*} A-$ A*AA*.

By $\Theta$ - operator, we get $\mathrm{A}^{*} \mathrm{AA}-\mathrm{AA}^{*} \mathrm{~A}=\left(\mathrm{A}^{*} \mathrm{~A}-\mathrm{AA}^{*}\right) \mathrm{A}$. Conversely, since $A^{*}\left(A^{*} A-A A^{*}\right)=\left(A^{*} A-A A^{*}\right) A$, then
$\mathrm{A}^{*} \mathrm{~A}\left(\mathrm{~A}+\mathrm{A}^{*}\right)=\mathrm{A}^{*} \mathrm{AA}+\mathrm{A}^{*} \mathrm{AA}{ }^{*}=\mathrm{A}^{*} \mathrm{~A}^{*} \mathrm{~A}+\mathrm{AA}^{*} \mathrm{~A}=\left(\mathrm{A}^{*}+\mathrm{A}\right)$
$\left(A^{*} A\right)$ Hence $A$ is a $\Theta$ - operator.

## Proposition (1.2.10), [8]:

If A is a $\Theta$ - operator and $\mathrm{A}^{-1}$ exists, then $\mathrm{A}^{-1}$ is a $\Theta$ - operator.

## Remark (1.2.4):

1. Every normal operator is a $\Theta$ - operator is a $\Theta$ - operator.
2. Every quasinormal operator is a $\Theta$ - operator .

## Proof:

1. Let A be a normal operator, that is $\left(\mathrm{A}^{*} \mathrm{~A}=\mathrm{AA}^{*}\right)$, then

$$
\begin{aligned}
(\mathrm{A} * \mathrm{~A})(\mathrm{A} & \left.+\mathrm{A}^{*}\right)=\mathrm{A}^{*} \mathrm{AA}+\mathrm{A}^{*} \mathrm{AA} * \\
= & \mathrm{AA}^{*} \mathrm{~A}+\mathrm{A}^{*} \mathrm{~A}^{*} \mathrm{~A}, \\
& =\left(\mathrm{A}+\mathrm{A}^{*}\right) \mathrm{AA}^{*} . \text { Thus }
\end{aligned}
$$

$A$ is $\Theta$ - operator .
2. Let A be a quasi noromal operator, then

$$
\begin{aligned}
& A(A * A)=(A * A) A \cdot \text { Therefore } \\
& (A * A) A^{*}=A *(A * A) \cdot \text { thus } \\
& \begin{aligned}
(A * A)(A & \left.+A^{*}\right)=(A * A) A+(A * A) A^{*} \\
& =A(A * A)+A *(A * A) \\
& -(A *+A)(A * A)
\end{aligned}
\end{aligned}
$$

Hence A is a $\Theta$ - operator .

## Proposition (1.2.11),[7]:

Let A and B be operators on a Hilbert space H, then:
I. If A is compact Operator and V is any operator then AB is compact.
2. If A is compact operator and a is any scalar then $\alpha \mathrm{A}$ is compact.
3. If A and B are compact operators then $\mathrm{A}+\mathrm{B}$ is compact.

## Chapter Two

## Solution of Discrete - Time

## Operator Equations

# CHAPTER TWO <br> Solution of Discrete - Time <br> <br> Operator Equations 

 <br> <br> Operator Equations}

## (2.1) Some Types of Operator Equations:

(1) Continuous and discrete - time Sylvester operator equations:

$$
\begin{align*}
& \mathrm{AX} \pm \mathrm{XB}=\alpha \mathrm{C}  \tag{2.1}\\
& \mathrm{AXB} \pm \mathrm{X}=\alpha \mathrm{C} \tag{2.2}
\end{align*}
$$

(2) Continuous and discrete - time Lyapunnov operator equations:

$$
\begin{align*}
& \mathrm{A}^{*} \mathrm{X}-\mathrm{XA}=\alpha \mathrm{C}  \tag{2.3}\\
& \mathrm{~A}^{*} \mathrm{XA}-\mathrm{X}=\alpha \mathrm{C} \tag{2.4}
\end{align*}
$$

Where A, B and C are given operators defined on a Hilbert space H, X is an operator that must be determined, $\propto \mathrm{ix}$ any scalar, and $\mathrm{A}^{*}$ is the adjoint of $\mathrm{A},[4]$

In general, these operator equations may have one solution, infinitive set of solutions or no solution.

In this section, existence and uniqueness of the solution of eq. $s$ (2.2) and (2.4), when $B$ is an invertible operator in eq. (2.2), and $A$ is an invertible operator in eq. (2.4) are studied.

The discrete - time Sylvester equation can be transformed into continuous - time Sylvester operator equation as follows:

Multiply eq. (2.2) from the right by , then eq. (2.2) becomes:

$$
\begin{aligned}
& \mathrm{AXBB}^{-1} \pm \mathrm{XB}^{-1}=\alpha \mathrm{CB}^{-1} \\
& \mathrm{AX} \pm \mathrm{XB}^{-1}=\alpha \mathrm{CB}^{-1}
\end{aligned}
$$

Let $\mathrm{CB}^{-\mathrm{I}}=\mathrm{W}$, the above equation becomes :

$$
\begin{equation*}
\mathrm{AX} \pm \mathrm{XB}^{-1}=\alpha \mathrm{W} \tag{2.5}
\end{equation*}
$$

Also, the discrete - time Lyapunov operator equation can be transform to continuous - time Lyapunov operator equation as follows:

Multiply eq. (2.4) from the right by $\mathrm{A}^{-1}$, then eq. (2.4) becomes :
$\mathrm{A}^{*} \mathrm{XAA}^{-1}-\mathrm{XA}^{-1}=\alpha \mathrm{CA}^{-1}$
Let $\mathrm{CA}^{-1}=\mathrm{W}$, then eq. (2.6) becomes :
$\mathrm{A}^{*} \mathrm{X}-\mathrm{XA}^{-1}=\alpha \mathrm{W}$.
Recall that, the spectrum of the operator $A \equiv \sigma(A)\{\lambda\rfloor C:(A-\lambda I)$ is not invertible\}, and $\mathrm{B}(\mathrm{H})$ is the Banach space of all bounded linear operators defined on- the Hilbert space H, [5] .

## Sylvester - Rosenblum Theorem(2.2.1),[5].

If A and W are operators in $\mathrm{B}(\mathrm{H})$ (panach algebra of all bounded linear, operators defined on a Hilbert space $H$ ), such that $\sigma(\mathrm{A}) \cap(\mathrm{B})=\varnothing$, then the. operator equation $\mathrm{AX}-\mathrm{XB}=\alpha \mathrm{C}$
(continuous - time Sylvester operator equation) has a unique solution X , for every operator C .

The following corollaries give the unique solution for the operator eq. (2.5).

## Corollary (2.2.1):

If $A$ and $B$ are operators in $B(H)$, and $B^{-1}$ exists such that $\sigma(\mathrm{A}) \cap \sigma\left(\mathrm{B}^{-1}\right)=\varnothing$, then, the operator equation $\mathrm{AX}-\mathrm{XB}^{-1}=\alpha \mathrm{W}$, has a unique solution $X$ for every operator $W \downharpoonleft B(H)$.

## Corollary (2.2.2):

If $A$ and $B$ are operators in $B(H)$, and $B^{-1}$ exists, such that $\sigma(\mathrm{A}) \cap \sigma\left(-\mathrm{B}^{-1}\right)=\varnothing$, then the operator equation $\mathrm{AX}+\mathrm{XB}^{-1}=\alpha \mathrm{W}$, has a unique solution for every operator $W\rfloor B(H)$.

## Proposition (2.2.1):

Consider eq. (2.5) , $\sigma(\mathrm{A}) \cap \sigma\left(\mathrm{B}^{1}\right)=\varnothing$ then the operator $\left[\begin{array}{cc}A & -\alpha W \\ 0 & B^{-1}\end{array}\right]$ is defined on $\mathrm{H}_{1} \oplus \mathrm{H}_{2}$ is similar to the operator $\left[\begin{array}{cc}A & 0 \\ 0 & -B^{-1}\end{array}\right]$.

## Proof:

Since $\sigma(\mathrm{A}) \cap \sigma\left(\mathrm{B}^{-1}\right)=\varnothing$, then by Sylvester - Rosenblum theorem, the operator equation $\mathrm{AX}-\mathrm{XB}^{-1}=\alpha \mathrm{W}$, has a unique solution X . Also, $\left[\begin{array}{cc}I & X \\ 0 & I\end{array}\right]\left[\begin{array}{cc}A & o \\ 0 & B^{-1}\end{array}\right]=\left[\begin{array}{cc}A & -\alpha W \\ 0 & B^{-1}\end{array}\right]\left[\begin{array}{cc}I & X \\ 0 & I\end{array}\right]$

But $\left[\begin{array}{cc}I & x \\ 0 & I\end{array}\right]$ is similar to the operator, so $\left[\begin{array}{cc}A & 0 \\ 0 & -B^{-1}\end{array}\right]$ is similar to $\left[\begin{array}{cc}A & -\alpha W \\ 0 & B^{-1}\end{array}\right]$.

## Corollary: (2.2.3)

Consider eq. (2.5), $\sigma(\mathrm{A}) \cap \sigma\left(-\mathrm{B}^{-1}\right)=\varnothing$, then
The operator $\left[\begin{array}{cc}A & -\alpha W \\ 0 & -B^{-1}\end{array}\right]$ is defined on $H_{1} \oplus H_{2}$ is
Similar to the operator $\left[\begin{array}{cc}A & 0 \\ 0 & -B^{-1}\end{array}\right]$

## Notes:

(1) The converse of the above proposition is not true in general.
(2) If the condition $\sigma(\mathrm{A}) \cap \sigma\left(\mathrm{B}^{-1}\right)=\emptyset$, fails to satisfied then the operator equation $\mathrm{AX}-\mathrm{XB}^{-1}=\alpha \mathrm{W}$, may have no solution.
(3) If the 'condition $\sigma(\mathrm{A}) \cap\left(-\mathrm{B}^{-1}\right)=\varnothing$, fails to satisfy then

The operator equation $\mathrm{AX}+\mathrm{XB}^{-1}=\alpha \mathrm{W}$, may have no. solution.

Now, the following Corollary gives the unique - solution the operator eq. (2.7)..

## Corollary: (2.2.4)

If $A$ an operator in $B(H), A^{-1}$ exists such that
$\sigma\left(\mathrm{A}^{*}\right) \cap \sigma\left(\mathrm{A}^{-1}\right)=\varnothing$, then eq. (2.7) has a unique solution X , for every operator $W$.

## Proposition: (2.2.2)

Consider eq. (2.7), if $\left(\mathrm{A}^{*}\right) \cap\left(\mathrm{A}^{-1}\right)=\varnothing$, then the
Operator $\left[\begin{array}{cc}A^{*} & -\alpha W \\ 0 & A^{-1}\end{array}\right]$ is defined on $\mathrm{H}_{1} \oplus \mathrm{H}_{2}$ is similar to
The operator $\left[\begin{array}{cc}A^{*} & 0 \\ 0 & A^{-1}\end{array}\right]$

## Proof:

Since $\sigma\left(A^{*}\right) \cap \sigma\left(A^{-1}\right)=\varnothing$, then by Sylvester - Rosenblum theorem, eq. (2.7) has a unique solution. Also
$\left[\begin{array}{cc}I & X \\ 0 & I\end{array}\right]\left[\begin{array}{cc}A^{*} & 0 \\ 0 & A^{-1}\end{array}\right]=\left[\begin{array}{cc}A^{*} & -\alpha W \\ 0 & A^{-1}\end{array}\right]\left[\begin{array}{cc}I & X \\ 0 & I\end{array}\right]$
But $\left[\begin{array}{cc}I & X \\ 0 & I\end{array}\right]$ is invertible, so $\left[\begin{array}{cc}A^{*} & 0 \\ 0 & A^{-1}\end{array}\right]$ is
Similar to $\left[\begin{array}{cc}A^{*} & -\alpha W \\ 0 & A^{-1}\end{array}\right]$.

## Notes:

(1) The converse of the above proposition is not true in general.
(2) If the condition $\sigma(\mathrm{A}) \cap \sigma\left(\mathrm{A}^{-1}\right)=\varnothing$, fails to Satisfied then eq.
(2.7) may have one solution; an infinite number of solutions or it may have no solution.

## (2.3) The Nature of The Solution For The Discrete - Time Lyapunov Operator Equations

In this section, we study the nature of the solution for special types of the linear operator equation, namely the discrete - time Lyapunov equation.

## Proposition: (2.3.1), [2]:

If A is a normal operator and. $\mathrm{A}^{-1}$ exists, then $\mathrm{A}^{-1}$ is normal .

## Proposition: (2.3.2), [2]:

If A is a hyponormal operator, and $\mathrm{A}^{-1}$ exists, then $\mathrm{A}^{-1}$ is hyponormal.

## Remarks: (2.3.1)

(1) If $\mathrm{A}, \mathrm{A}^{-1}$, and W are self adjoint operators, the eq. (2.7), may or may not have a solution. Moreover, if it has a solution then it may be non self - adjoint.

This remark can be easily observed in matrices.
(2) Consider eq. (2.7) , if W has self - adjoint operator, then it is not necessarily that $\mathrm{X}=\mathrm{X}^{*}$.
(3) If $\mathrm{A}, \mathrm{A}^{-1}$, and W are skew - adjoint operators, then eq. (2.7) has no solution.

## Proposition: (2.3.5), [2]

(1) If A is a self - adjoint operator, then A is normal.
(2) If A is skew - adjoint operator , then A is noimal.

## Remark: (2.3.2)

Consider eq. (2.7) ,
(1) If A and W are normal operators, then the solution X is not necessarily normal operator.
(2) If W is noimal operator and A is any operator, then it is not necessarily that the solution X is normal operator.

## Remark: (2.3.3)

(1) Consider eq. (2.7), if W is compact operator, then $\mathrm{A}, \mathrm{A}^{-1}$, and X are not necessarily compact operators.
(2) If A or W or $\mathrm{A}^{-1}$ compact operator, and the solution of eq. (2.7) exists, then it is not necessarily to be compact.

## Putnam - Fugled Theorem: (2.3.1), [1]

Assume that $\mathrm{M}, \mathrm{N}, \mathrm{T}\rfloor \mathrm{B}(\mathrm{H})$, where M and N are normal.
if $\mathrm{MT}=\mathrm{TN}$ then $\mathrm{M}^{*} \mathrm{~T}=\mathrm{TN} *$

## Definition:(2.3.1), [1]:

An operator $M$ is said to be dominant if

$$
\|(\mathrm{T}-\mathrm{z}) * \mathrm{x}\|(\mathrm{T}-\mathrm{z}) \mathrm{x} \|, \text { for all } \mathrm{z}\rfloor \sigma(\mathrm{T}) \text { and } \mathrm{x}\rfloor \mathrm{R}
$$

## Definition: (2.3.2) [1]:

An operator M is called M - hyponormal operator if

$$
\left.\left.\left\|(\mathrm{T}-\mathrm{z})^{*} \mathrm{x}\right\| \leq\|\mathrm{M}\|(\mathrm{T}-\mathrm{z}) \mathrm{x} \|, \text { for } \mathrm{z}\right\rfloor \mathrm{C} \text { and } \mathrm{x}\right\rfloor \mathrm{H} .
$$

## Theorem: (2.3.2), [3] :

Let M be dominant operator and $\mathrm{N}^{*}$ is M - hyponormal operator. Assume that $\mathrm{MT}=\mathrm{IN}$ for some T$\rfloor \mathrm{B}(\mathrm{H})$ then $\mathrm{M} * \mathrm{~T}=\mathrm{TN} *$.

## Theorem: (2.3.3), [3]:

Let A and B be two operators that satisfy Putnam - Fugled condition. The operators equation $\mathrm{AX}-\mathrm{XB}=\mathrm{C}$ has a solution X f and only if $\left[\begin{array}{ll}A & 0 \\ 0 & B\end{array}\right]$ and $\left[\begin{array}{ll}A & 0 \\ 0 & B\end{array}\right]$ are similar operator on $\mathrm{H}_{1} \oplus \mathrm{H}_{2}$.

As corollaries, we have

## Corollary: (2.3.1)

If A is normal and $\mathrm{A}^{-1}$ exists, then operator equation
$\mathrm{A} * \mathrm{X}+\mathrm{XA}^{-1}=\alpha \mathrm{W}$ has a solution if and only if $\left[\begin{array}{cc}A^{*} & 0 \\ 0 & -A^{-1}\end{array}\right]$ is similar to $\left[\begin{array}{cc}A^{*} & -\alpha W \\ 0 & -A^{-1}\end{array}\right]$.

## Corollary: (2.3.2)

If A and B are normal operators and $\mathrm{B}^{-1}$ exists then the operator equation $\mathrm{AX}-\mathrm{XB}^{-1}=\alpha \mathrm{W}$ has a solution if and only if $\left[\begin{array}{cc}A & 0 \\ 0 & -B^{-1}\end{array}\right]$ is similar to $\left[\begin{array}{cc}A^{*} & -\alpha W \\ 0 & -B^{-1}\end{array}\right]$.

The following corollaries follows directly from the theorem (2.3.2) .

## Corollary: (2.3.3)

If A is a dominant or M - hyponormal operator $\mathrm{A}^{-1}$ exists. Then , the operator equation $\mathrm{A} * \mathrm{X}+\mathrm{XA}^{-1}=\alpha \mathrm{W}$ Has a solution if and if $\left[\begin{array}{cc}A^{*} & 0 \\ 0 & -A^{-1}\end{array}\right]$ and $\left[\begin{array}{cc}A^{*} & -\alpha W \\ 0 & -A^{-1}\end{array}\right]$ are similar operators on $\mathrm{H}_{1} \oplus \mathrm{H}_{2}$.

## Corollary: (2.3.4)

If A and B are dominant or M - hyponormal operator and $\mathrm{B}^{-1}$ exists. Then the operator equation $\mathrm{AX}-\mathrm{XB}^{-1}=\alpha \mathrm{W}$ has a solution If $\left[\begin{array}{cc}A & 0 \\ 0 & -B^{-1}\end{array}\right]$ and $\left[\begin{array}{cc}A & -\alpha W \\ 0 & -B^{-1}\end{array}\right]$ are similar operators on $\mathrm{H}_{1} \oplus \mathrm{H}_{2}$.

## Proposition :

Consider eq. (2.7), if A and W are orthogonal operators, and $\mathrm{A}^{-1}$ exists and W is also, orthogonal operator, and the solution X of eq. (2.7) is unique then this solution is an orthogonal operator .

## Proof:

Consider the operator equation
$\mathrm{A} * \mathrm{X}+\mathrm{XA}^{-1}=\mathrm{W}$,
$\left(\mathrm{A} * \mathrm{X}=\mathrm{XA}^{-1}\right)^{*}=\mathrm{W}^{*}$,
Since $W$ is an orthogonal operator $\left(W^{*}=W^{-1}\right)$ implies that
$\mathrm{W}=\left(\mathrm{W}^{-1}\right)^{*}$
$\mathrm{X} * \mathrm{~A}+\left(\mathrm{A}^{-1}\right)^{*} \mathrm{X}^{*}=\mathrm{W}^{*}$,
$\left[X^{*} A+\left(A^{-1}\right) * X^{*}=W^{*}\right]^{-1}$
Since $A$ is an orthogonal operator $\left(A^{*}=A^{-1}\right)$
$\mathrm{A}^{-1}\left(\mathrm{X}^{*}\right)^{-1}+\left(\mathrm{X}^{*}\right)^{-1} \mathrm{~A}^{*}=\left(\mathrm{W}^{*}\right)^{-1}$,
$A^{*}\left(X^{*}\right)^{-1}+\left(X^{*}\right)^{-1} A^{-1}=W$.

Then $\left(X^{*}\right)^{-1}=X$, so $X^{*}=X^{-1}$.
Therefore, X is orthogonal operator .

## Proposition: (2.3.7)

Consider eq. (2.7), if A is unitary operator and Q is orthogonal operator and the solution of eq. (2.7) is unique, then this solution is an orthogonal operator .

## Proof:

Consider the following linear operator equation
$A * X+X A^{-1}=W$,
$\left(\mathrm{A} * \mathrm{X}=\mathrm{XA}^{-1}\right)^{*}=\mathrm{W}^{*}$,
$\mathrm{X}^{*} \mathrm{~A}+\left(\mathrm{A}^{-1}\right)^{*} \mathrm{X}^{*}=\mathrm{W}^{*}$,
$\left(\mathrm{X}^{*} \mathrm{~A}+\left(\mathrm{A}^{-1}\right) * \mathrm{X}^{*}\right)^{-1}=\left(\mathrm{W}^{*}\right)^{-1}$,
$\mathrm{A}^{-1}\left(\mathrm{X}^{*}\right)^{-1}+\left(\mathrm{X}^{*}\right)^{-1}\left[\left(\mathrm{~A}^{-1}\right)^{*}\right]^{-1}=\left(\mathrm{W}^{*}\right)^{-1}$
Since $A$ is unitary operator then $A^{*}=A^{-1}$
So , $\mathrm{A}^{*}\left(\mathrm{X}^{*}\right)^{-1}+\left(\mathrm{X}^{*}\right)^{-1} \mathrm{~A}^{-1}=\left(\mathrm{W}^{*}\right)^{-1}$,
Since eq. (2.7) has a unique , then
$\mathrm{X}=\left(\mathrm{X}^{*}\right)^{-1}=\left(\mathrm{X}^{-1}\right)^{*}$. Therefore, $\mathrm{X}^{*}=\mathrm{X}^{-1}$
implies that X is a orthogonal operator .

Then $\left(X^{*}\right)^{-1}=X$, So $X^{*}=X^{-1}$.
Therefore, X is orthogonal operator .

## Proposition : (2.3.7)

Consider eq. (2.7), if A is unitary operator and W is orthogonal operator and the solution of eq. (2.7) is unique, then this solution is an orthogonal operator .

## Proof:

Consider the following linear operator equation
$\mathrm{A} * \mathrm{X}+\mathrm{XA}^{-1}=\mathrm{W}$,
$\left(\mathrm{A}^{*} \mathrm{X}+\mathrm{XA}^{-1}\right)^{*}=\mathrm{W}^{*}$,
$\mathrm{X}^{*} \mathrm{~A}+\left(\mathrm{A}^{-1}\right)^{*} \mathrm{X}^{*}=\mathrm{W}^{*}$,
$\left(\mathrm{X}^{*} \mathrm{~A}+\left(\mathrm{A}^{-1}\right) * \mathrm{X}^{*}\right)^{-1}=\left(\mathrm{W}^{*}\right)^{-1}$,
$\mathrm{A}^{-1}\left(\mathrm{X}^{*}\right)^{-1}+\left(\mathrm{X}^{*}\right)^{-1}\left[\left(\mathrm{~A}^{-1}\right)^{*}\right]^{-1}=\left(\mathrm{W}^{*}\right)^{-1}$
Since $A$ is unitary operator then $A^{*}=A^{-1}$
So , $\mathrm{A} *\left(\mathrm{X}^{*}\right)^{-1}+\left(\mathrm{X}^{*}\right)^{-1} \mathrm{~A}^{-1}=\left(\mathrm{W}^{*}\right)^{-1}$,
Since eq. (2.7) has a unique , then
$\mathrm{X}=\left(\mathrm{X}^{*}\right)^{-1}=\left(\mathrm{X}^{-1}\right)^{*}$. Therefore, $\mathrm{X}^{*}=\mathrm{X}^{-1}$
Implies that X is a orthogonal operator .

## Definition: (2.4.1), [2]

Let R be a ring. A linear (additive) mapping $\tau$ from R to R is called a derivation , if
$\tau(\mathrm{ab})=\mathrm{a} \tau(\mathrm{b})+\tau(\mathrm{a}) \mathrm{b}$, for all $\mathrm{a}, \mathrm{b}$ in R.

## Proposition : (2.4.1)

The map $\tau_{\mathrm{A}, \mathrm{B}}(\mathrm{X})=\mathrm{AX}-\mathrm{XB}^{-1}$ is a linear map .

## Proof:

Since $\tau_{\mathrm{A}, \mathrm{B}}\left(\alpha \mathrm{X}_{1}+\beta \mathrm{X}_{2}\right)=\mathrm{A}\left(\alpha \mathrm{X}_{1}+\beta \mathrm{X}_{2}\right)-\left(\alpha \mathrm{X}_{1}+\beta \mathrm{X}_{2}\right) \mathrm{B}^{-1}$,

$$
=\alpha A X_{1}+\beta A X_{2}-\alpha X_{1} B^{-1}-\beta X_{2} B^{-1}
$$

$$
=\alpha A X_{1}-\alpha X_{1} B^{-1}+\beta \mathrm{AX}_{2}-\beta \mathrm{X}_{2} \mathrm{~B}^{-1}
$$

$$
=\alpha\left(\mathrm{AX}_{1}-\mathrm{X}_{1} \mathrm{~B}^{-1}\right)+\beta\left(\mathrm{AX}_{2}-\mathrm{X}_{2} \mathrm{~B}^{-1}\right),
$$

$$
=\alpha \tau_{\mathrm{A}, \mathrm{~B}}\left(\mathrm{X}_{1}\right)+\beta \tau_{\mathrm{A}, \mathrm{~B}}\left(\mathrm{X}_{2}\right)
$$

Then $\tau_{\mathrm{A}, \mathrm{B}}$ is a linear map .

## Proposition : (2.4.2)

The map $\tau_{\mathrm{A}, \mathrm{B}}(\mathrm{X})=\mathrm{AX}-\mathrm{XB}^{-1}$ is bounded .

## Proof:

Since $\left\|\tau_{\mathrm{A}, \mathrm{B}}\right\|=\left\|\mathrm{AX}-\mathrm{XB}^{-1}\right\| \leq\|\mathrm{AX}\|+\left\|\mathrm{XB}^{-1}\right\|$

$$
\leq\|\mathrm{X}\|\left[\left[\|\mathrm{A}\|+\left\|\mathrm{B}^{-1}\right\|\right] .\right.
$$

But $\left.\mathrm{A}, \mathrm{B}^{-1}\right\rfloor \mathrm{B}(\mathrm{H}),\left\|\tau_{\mathrm{A}, \mathrm{B}}\right\| \leq \mathrm{M}\|\mathrm{X}\|$, where $\mathrm{M}=\left(\|\mathrm{A}\|+\left\|\mathrm{B}^{-1}\right\|\right)$.

So $\tau_{\mathrm{A}, \mathrm{B}}$ is bounded.
The following remark shows that the mapping $\tau_{\mathrm{A}, \mathrm{B}}$ is not derivation .

## Remark: (2.4.1)

Since $\tau_{\mathrm{A}, \mathrm{B}}(\mathrm{XY})=\mathrm{A}(\mathrm{XY})-(\mathrm{XY}) \mathrm{B}^{-1}$ for $\left.\mathrm{X}, \mathrm{Y}\right\rfloor \mathrm{B}(\mathrm{H})$ and $\mathrm{X} \tau_{\mathrm{A}, \mathrm{B}}(\mathrm{Y})=\mathrm{XAY}-\mathrm{XYB}^{-1}$. Also , $\tau_{\mathrm{A}, \mathrm{B}}(\mathrm{X}) \mathrm{Y}=\mathrm{AXY}-\mathrm{XB}^{-1} \mathrm{Y}$ then one can deduce that $\tau_{\mathrm{A}, \mathrm{B}}(\mathrm{XY}) \neq \tau_{\mathrm{A}, \mathrm{B}}(\mathrm{Y})+\tau_{\mathrm{A}, \mathrm{B}}(\mathrm{X}) \mathrm{Y}$.

## Definition: (2.4.2), [2]

Let R be * - ring, i .e . a ring with involution *. The linear mapping $\tau$ from R to R is called Jordan * - derivation , if for all $a, b\rfloor R$,
$\tau\left(\mathrm{a}^{2}\right)=\mathrm{a} \tau(\mathrm{a})+\tau(\mathrm{a}) \mathrm{a}^{*}$

## Remark : (2.4.3)

The mapping $\tau: \mathrm{B}(\mathrm{H}) \rightarrow \mathrm{B}(\mathrm{H})$ defined by
$\tau(\mathrm{X})=\tau_{\mathrm{A}, \mathrm{B}}(\mathrm{X})=\mathrm{AX}-\mathrm{XB}^{-1}$ is not Jordan $*$ - derivation.
Now, we have the following simple proposition :

## Proposition : (2.4.3)

$\left.\operatorname{ARang}\left(\tau_{\mathrm{A}, \mathrm{B}}\right)=\left\{\alpha\left(\mathrm{AX}-\mathrm{XB}^{-1}\right): \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})\right\}$,

$$
\left.=\left\{\mathrm{A}(\alpha \mathrm{X})-(\alpha \mathrm{X}) \mathrm{B}^{-1}: \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})\right\} .
$$

Let $X_{1}=\alpha X$, then
$\left.\alpha \operatorname{Rang}\left(\tau_{\mathrm{A}, \mathrm{B}}\right)=\left\{{ }_{\mathrm{AX} 1}-\mathrm{X}_{1} \mathrm{~B}^{-1}: \mathrm{X}_{1}\right\rfloor \mathrm{B}(\mathrm{H})\right\}$,

$$
=\operatorname{Rang} \tau_{\mathrm{A}, \mathrm{~B}}
$$

## Remark : (2.4.2)

in general Rang $\left(\tau_{\mathrm{A}, \mathrm{B}}\right)^{*} \neq \operatorname{Rang}\left(\tau_{\mathrm{A}, \mathrm{B}}\right)$.

## (2.5) The range of $\tau_{A}$

In this section, we discuss and study the map $\tau_{\mathrm{A}}: B(H) \rightarrow B(H)$, where $\left.\tau(\mathrm{X})=\tau_{\mathrm{A}}(\mathrm{X})=\mathrm{A} * \mathrm{X}-\mathrm{XA}^{-1}, \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})$.

## Proposition : (2.6.1)

The map $\tau_{\mathrm{A}}=\mathrm{A} * \mathrm{X}-\mathrm{XA}^{-1}$ is a linear map .

## Proof:

Since $\tau_{A}\left(\alpha X_{1}+\beta X_{2}\right)=A *\left(\alpha X_{1}+\beta X_{2}\right)-\left(\alpha X_{1}+\beta X_{2}\right) A^{-1}$,

$$
\begin{aligned}
& =\alpha \mathrm{A} * \mathrm{X}_{1}+\beta \mathrm{A}^{*} \mathrm{X}_{2}-\alpha \mathrm{X}_{1} \mathrm{~A}^{-1}-\beta \mathrm{X}_{2} \mathrm{~A}^{-1}, \\
& =\alpha\left(\mathrm{A} * \mathrm{X}_{1}-\mathrm{X}_{1} \mathrm{~A}^{-1}\right)+\beta\left(\mathrm{A} * \mathrm{X}_{2}-\mathrm{X}_{2} \mathrm{~A}^{-1}\right), \\
& =\alpha \tau_{\mathrm{A}}\left(\mathrm{X}_{1}\right)+\beta \tau_{\mathrm{A}}\left(\mathrm{X}_{2}\right)
\end{aligned}
$$

Then $\tau_{\mathrm{A}}$ is a linear map.

## Proposition : (2.5.2)

The map $\tau_{\mathrm{A}}=\mathrm{A} * \mathrm{X}-\mathrm{XA}^{-1}$ is bounded .

## Proof:

Since $\left\|\tau_{\mathrm{A}}\right\|=\left\|\mathrm{A} * \mathrm{X}-\mathrm{XA}^{-1}\right\| \leq\|\mathrm{A} * \mathrm{X}\|+\left\|\mathrm{XA}^{-1}\right\|$,

$$
\leq\|\mathrm{X}\|\left[\|\mathrm{A}\|+\left\|\mathrm{A}^{-1}\right\|\right] .
$$

But $\left.A, A^{-1}\right\rfloor B(H)$, let $M=\|A\|+\left\|A^{-1}\right\|$, then
$\left\|\tau_{\mathrm{A}}\right\| \leq \mathrm{M}\|\mathrm{X}\|$. So $\tau_{\mathrm{A}}$ is bounded .

## Remark : (2.5.1)

$\tau_{\mathrm{A}}(\mathrm{XY})=\mathrm{A}^{*}(\mathrm{XY})-(\mathrm{XY}) \mathrm{A}^{-1}$, for all $\left.\mathrm{X}, \mathrm{Y}\right\rfloor \mathrm{B}(\mathrm{H})$, and $\mathrm{X} \tau_{\mathrm{A}}(\mathrm{Y})=\mathrm{XA} * \mathrm{Y}-\mathrm{XYA}^{-1}$.

Also , $\tau_{\mathrm{A}}(\mathrm{X}) \mathrm{Y}=\mathrm{A} * \mathrm{XY}-\mathrm{XA}^{-1} \mathrm{Y}$. Then one can deduce that
$\tau_{\mathrm{A}}(\mathrm{XY}) \neq \mathrm{X} \tau_{\mathrm{A}}(\mathrm{Y})+\tau_{\mathrm{A}}(\mathrm{X}) \mathrm{Y}$.

## Remark : (2.5.2)

The mapping $\tau_{\mathrm{A}}$ is not Jordan* - derivation .
Now, we have the following simple proposition .

## Propositions: (2.5.3)

$\alpha \operatorname{Rang}\left(\tau_{\mathrm{A}}\right)=\operatorname{Rang}\left(\tau_{\mathrm{A}}\right)$.

## Proof:

Since $\left.\supseteq \operatorname{Rang}\left(\tau_{\mathrm{A}}\right)=\left\{\alpha\left(\mathrm{A}^{*} \mathrm{X}-\mathrm{XA}^{-1}\right): \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})\right\}$,

$$
=\left\{\mathrm{A}^{*}(\alpha \mathrm{X})-(\alpha \mathrm{X}) \mathrm{A}^{-1}: \mathrm{X} \downharpoonleft \mathrm{~B}(\mathrm{H})\right\} .
$$

Let $X_{1}=\alpha X$, then
$\left.\alpha \operatorname{Rang}\left(\tau_{\mathrm{A}}\right)=\left\{\mathrm{A}^{*} \mathrm{X}_{1}-\mathrm{X}_{1} \mathrm{~A}^{-1}: \mathrm{X}_{1}\right\rfloor \mathrm{B}(\mathrm{H})\right\}=\operatorname{Rang}\left(\tau_{\mathrm{A}}\right)$.

## Remark : (2.5.3)

$\operatorname{Rang}\left(\tau_{\mathrm{A}}\right)^{*} \neq \operatorname{Rang}\left(\tau_{\mathrm{A}}\right)$.

## Proposition : (2.5.4)

Rang $\left(\tau_{\mathrm{A}}\right)$ is linear manifold of operators in $\mathrm{B}(\mathrm{H})$.

## Proof:

It is known that rang $\left(\tau_{\mathrm{A}}(\mathrm{X})\right)=\left\{\mathrm{W}: \tau_{\mathrm{A}}(\mathrm{X})=\mathrm{W}, \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})$.
(1) $0 \downharpoonleft \operatorname{Rang}\left(\tau_{\mathrm{A}}\right)$ since $\left.\mathrm{X}=0 \downharpoonleft \mathrm{~B}(\mathrm{H})\right\}$ and $\tau_{\mathrm{A}}(0)$.
(2) Let $\left.\mathrm{W}_{1}, \mathrm{~W}_{2}\right\rfloor \operatorname{Rang}\left(\tau_{\mathrm{A}}\right)$ we must prove $\left.\mathrm{W}_{1}-\mathrm{W}_{2}\right\rfloor \operatorname{Rang}\left(\tau_{\mathrm{A}}\right)$.

Therefore, $\exists \mathrm{X}_{1} \downharpoonleft \mathrm{~B}(\mathrm{H})$ such that $\tau_{\mathrm{A}}\left(\mathrm{X}_{1}\right)=\mathrm{W}_{1}$ and $\exists \mathrm{X}_{2} \downharpoonleft \mathrm{~B}(\mathrm{H})$.
such that $\tau_{\mathrm{A}}\left(\mathbf{X}_{2}\right)=\mathbf{W}_{2}$. Thus, $\tau_{\mathrm{A}}\left(\mathbf{X}_{1}-\mathbf{X}_{2}\right)=\mathrm{A}^{*}\left(\mathbf{X}_{1}-\mathbf{X}_{2}\right)-\left(\mathbf{X}_{1}-\mathbf{X}_{2}\right) \mathrm{A}^{-1}$

$$
\begin{aligned}
& =\left(\mathrm{A}^{*} \mathrm{X}_{1}-\mathrm{X}_{1} \mathrm{~A}^{-1}\right)-\left(\mathrm{A} * \mathrm{X}_{2}-\mathrm{X}_{2} \mathrm{~A}^{-1}\right) \\
& =\tau_{\mathrm{A}}\left(\mathrm{X}_{1}\right)-\tau_{\mathrm{A}}\left(\mathrm{X}_{2}\right) . \\
& =\mathrm{W}_{1}-\mathrm{W}_{2} .
\end{aligned}
$$

Then $\mathrm{W}_{1}-\mathrm{W}_{2} \downharpoonleft \mathrm{~B}(\mathrm{H})$ such that $\tau_{\mathrm{A}}\left(\mathrm{X}_{1}-\mathrm{X}_{2}\right)=\mathrm{W}_{1}-\mathrm{W}_{2}$. So , $\left.\mathrm{W}_{1}-\mathrm{W}_{2}\right\rfloor \operatorname{Rang}\left(\tau_{\mathrm{A}}\right)$.
Therefore, Rang $\left(\tau_{\mathrm{A}}\right)$ is a linear manifold of operators .

## Remark : (2.5.4)

If W$\rfloor \operatorname{Rang}\left(\tau_{\mathrm{A}}\right)$, then so does $\mathrm{W}^{*}$.

## Remark : (2.5.5)

If $\mathrm{W}_{1}, \mathrm{~W}_{2} \downharpoonleft \operatorname{Rang}\left(\tau_{\mathrm{A}}\right)$, then $\mathrm{W}_{1}, \mathrm{~W}_{2}$ is not necessarily in $\operatorname{Rang}\left(\tau_{\mathrm{A}}\right)$.
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## Chapter Three <br> Lyapunov and Qusai - Lyapunov

## Operator Equations

In this section, we give some types of linear operator equations :
(1) A special type of linear operator equations takes the formula,
$\mathrm{AX}-\mathrm{XB}=\mathrm{Y}$
Where A, B and Y are given operators defined on a Hilbert space H , and X is the unknown operator that must be determined. This linear operator equation is said to be the Sylvester operator equation or continuous - time Sylvester equation , [3] , and [5] .

The author in reference [5] discussed the necessary and sufficient conditions for the solvability of this linear equation. Furthermore, he gave equivalent conditions for the solvability of this linear equation for special types of operators A and B .
(2) The linear operator equation of the form
$A * X+X A=W, \ldots \ldots \ldots \ldots \ldots$
Where A and W are given operators defined on a Hilbert space H , and X is the unknown operator that must be determined . This linear operator equation is called the Lyapunov operator equation, or the continuous - time Lyapunov equation, [3] and [5] .

The author in reference [3] studied the necessary and sufficient conditions for the solvability of this linear operator equation .
(3) A special case of the continuous - time Lyapunov operator equation
$\mathrm{AX}+\mathrm{XA}=\mathrm{W}$
Where A and W are known operators defined on Hilbert space . H , and X is the unknown operator that must determined , [3] and [4].
(4) The linear operator equation of the from
$\mathrm{AX}+\mathrm{X}^{*} \mathrm{~A}=\mathrm{W}$,
Where A and B are given operators defined on a Hilbert space $H$ , and X is the unknown operator that must be determined, $\mathrm{X}^{*}$ is the adoint of X . These linear operator equation $(3-3)$ and $(3-4)$ are called quasi - Lyapunov operator equations or quasi - continuous time Lyapunov linear operator equations .

## (3.2) The Quasi - Continuous - Time Lyapunov Operator

## Equations :

The continuous - time Lyapunov equations, are much studied because of it's importance in differential equations and control theory, [6] . Therefore, we devote the studying of the quasi - continuous time Lyapunov operator equations .

Now, dose eq. (3.2) and eq. (3.4) have a solution?
If yes, is it unique?
To answer this question, recall the Sylvester - Rosenblum theorem, [5] .

## Sylvester - Rosenblum Theorem (3.2.1) :

If $A$ and $B$ are operators in $B(H)$ such that $\sigma(A) \mid \sigma(B)=\Phi$, then eq. (3-1) has a unique solution $X$ for every operator $Y$.

According to the Sylvester - Rosenblum theorem we have the following corollary .

## Corollary (3.2.1) :

If A is an operator such that $\sigma(\mathrm{A}) \mid \sigma(-\mathrm{A})=\Phi$, then eq. $(3-3)$ has a unique X for every operator W .

## Proposition (3.2.1) :

Consider eq. (3.3), if $\sigma(\mathrm{A}) \mid \sigma(-\mathrm{A})=\Phi$, then
The operator $\left[\begin{array}{cc}A & -W \\ 0 & -A\end{array}\right]$ is defined on $\mathrm{H}_{1} \oplus \mathrm{H}_{2}$ is similar to $\left[\begin{array}{cc}A & 0 \\ 0 & -A\end{array}\right]$.

## Proof:

Since $\sigma(\mathrm{A}) \mid \sigma(-\mathrm{A})=\phi$. Then by Sylvester - Rosenblum theorem eq. (3.3) has a unique solution X , also :
$\left[\begin{array}{cc}I & X \\ 0 & I\end{array}\right]\left[\begin{array}{cc}A & 0 \\ 0 & -A\end{array}\right]=\left[\begin{array}{cc}A & -W \\ 0 & -A\end{array}\right]\left[\begin{array}{cc}I & X \\ 0 & -A\end{array}\right]$.
But $\left[\begin{array}{ll}I & X \\ 0 & I\end{array}\right]$ is invertible so $\left[\begin{array}{cc}A & 0 \\ 0 & -A\end{array}\right]$ is similar to $\left[\begin{array}{cc}A & -W \\ 0 & -A\end{array}\right]$.

The converse of the above proposition is not true in general as we see in the following example .

## Example (3.2.1) :

let $\mathrm{H}=\ell_{2}(\Phi)=\left\{X=\left(x_{1}, x_{2}, \ldots\right): \sum_{i=1}^{\infty}|x|^{2}<\infty, x i \in C\right\}$
Define $\mathrm{A}: \mathrm{H} \rightarrow \mathrm{H}$ by $\mathrm{A}\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \ldots\right)=\left(\mathrm{x}_{1}, 0,0, \ldots\right)$. Consider eq. (3.3) , Where $\mathrm{W}=\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \ldots\right)=\left(0, \mathrm{x}_{1}, 0, \ldots\right)$. Then $\mathrm{X}=\mathrm{U}$ is a solution of this equation since $(A X+X A)\left(x_{1}, x_{2}, \ldots\right)=(A U+U A)\left(x_{1}, x_{2}, \ldots\right)$ $\mathrm{A}\left(0, \mathrm{x}_{1}, \mathrm{x}_{2}, \ldots\right)+\mathrm{U}\left(\mathrm{x}_{1}, 0,0, \ldots\right)+\left(0, \mathrm{x}_{1}, 0, \ldots\right)=\mathrm{WX}$

On the other hand, $U$ is solution of eq . (3-3) and $\left[\begin{array}{cc}I & U \\ 0 & I\end{array}\right]\left[\begin{array}{cc}A & 0 \\ 0 & -A\end{array}\right]=\left[\begin{array}{cc}A & -W \\ 0 & -A\end{array}\right]\left[\begin{array}{cc}I & U \\ 0 & -A\end{array}\right]$.

Therefore, $\left[\begin{array}{cc}A & -W \\ 0 & -A\end{array}\right]$ is similar to $\left[\begin{array}{cc}A & 0 \\ 0 & -A\end{array}\right]$.
Moreover 0 is an eigenvalue of A and $\mathrm{X}=\left(0, \mathrm{x}_{2}, \ldots\right)$ is the associated eigenvector .

Therefore, 0$\rfloor \sigma(\mathrm{A}) \mid \sigma(-\mathrm{A})$ and hence 0$\rfloor \sigma(\mathrm{A}) \mid \sigma(-\mathrm{A}) \neq \Phi$.

## (3.3) The Nature of the Solution for the quasi - continuous - time

## Lyapunov operator equations :

In this section, we study the name of the solution of eq. $(3-3)$ for special types of operators .

## Remark (3.3.1) :

if W is self -ad joint operator, and A is any operator, then eq. (3-3) may of may not have solution. Moreover, if it has a solution then it may be non self - adjoint .

This remark can easily be checked in matrices .
next if A and W are self - adjoint solution for eq. (3-3) ?
The following theorem gives one such conditions .

## Theorem (3.3.1) :

Let A and W be positive self - adjoint operators .
If 0$\} \sigma(\mathrm{A})$, then the solution $X$ of eq. (3-3) is self - adjoint .

## Proof:

Since 0$\} \sigma(\mathrm{A})$, then it is easy to see that $\sigma(\mathrm{A}) \mid \sigma(-\mathrm{A})=\Phi$ and hence eq. (3-3) has a unique solution X by Sylvester - Rosenblum theorem. Moreover,
$(\mathrm{AX}+\mathrm{XA})^{*}=\mathrm{W}^{*}$,
$\mathrm{A}^{*} \mathrm{X}^{*}+\mathrm{X}^{*} \mathrm{~A}^{*}=\mathrm{W}^{*}$,
Since $A$ and $W$ are self - adjoint operators, then $\mathrm{AX}^{*}+\mathrm{X}^{*} \mathrm{~A}=\mathrm{W}$.

Therefore,$X^{*}$ is also a solution of eq. $(3-3)$. By the uniqueness of the solution one gets $\mathrm{X}=\mathrm{X}^{*}$.

## Proposition (3.3.1) :

If $A$ and $W$ are self - adjoint operators, and the solution of the equation $\mathrm{AX}+\mathrm{X}^{*} \mathrm{~A}=\mathrm{W}$ exists, then this solution X is a unique .

## Proof:

Consider eq. (3-4),

$$
\mathrm{AX} \mathrm{X} * \mathrm{~A}=\mathrm{W}
$$

Since $W$ is self - adjoint operator ,

$$
\begin{aligned}
& \left(\mathrm{AX}+\mathrm{X}^{*} \mathrm{~A}\right)^{*}=\mathrm{W}^{*} \\
& \mathrm{~A}^{*}\left(\mathrm{X}^{*}\right)^{*}+\mathrm{X}^{*} \mathrm{~A}^{*}=\mathrm{W}^{*}
\end{aligned}
$$

Since A and W is self - adjoint operator ,
$\mathrm{AX}+\mathrm{X}^{*} \mathrm{~A}=\mathrm{W}$, since the solution exists, then X is a unique.

The following proposition shows that if the operators A and W are skew - adjoint, and the solution of eq. (3-4) exists then this solution is unique .

## Proposition (3.3.2) :

If $A$ and $W$ are skew - adjoint operators, and the solution of eq/ (3-4) exists, then the solution X is a unigue .

## Proof:

Consider eq . (3-4)

$$
\mathrm{AX}+\mathrm{X} * \mathrm{~A}=\mathrm{W}
$$

Since $W$ is a skew - adjoint operator, so

$$
\begin{aligned}
& -\left(\mathrm{AX}+\mathrm{X}^{*} \mathrm{~A}\right)^{*}=-\mathrm{W}^{*} \\
& -\left(\mathrm{A}^{*}\left(\mathrm{X}^{*}\right)^{*}+\mathrm{X}^{*} \mathrm{~A}^{*}\right)=-\mathrm{W}^{*} \\
& \left(-\mathrm{A}^{*}\right) \mathrm{X}+\mathrm{X}^{*}\left(-\mathrm{A}^{*}\right)=-\mathrm{W}^{*}
\end{aligned}
$$

Since A and W are skew - adjoint operators, then

$$
\mathrm{AX}+\mathrm{X} * \mathrm{~A}=\mathrm{W}
$$

Since the solution X exists, then the solution X is a unique .

## Remark (3.2.2) :

If A is a self - adjoint operator and W is a skew - adjoint. Then the solution $X$ of eq . (3-4) is not necessarily exists .

## Remark (3.3.3) :

If W is a self - adjoint operator, and A is any operator, then the solution $X$ of eq . (3-4) is not necessarily self - adjoint operator .

The following example explain this remark .

## Example (3.3.1) :

Consider eq. (3-4), take $\mathrm{W}=\mathrm{W}^{*}=\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]$, and $\mathrm{A}=\left[\begin{array}{ll}2 & 0 \\ 3 & 0\end{array}\right]$,

$$
\mathrm{AX}+\mathrm{X} * \mathrm{~A}=\mathrm{W},
$$

After simple computations one can gets

$$
\mathrm{X}=\left[\begin{array}{cc}
\alpha & 0 \\
1 & \frac{1}{2}
\end{array}\right] \neq \mathrm{X}^{*},
$$

Where $\alpha$ is any scalar .

## Remark (3.3.4) :

If W is a skew - adjoint and A is any operator, then the solution X of eq. (3-4) is not necessarily exists .

The following example explain this remark .

## Example (3.3.2) :

Consider eq . (3-4), take $W=\left[\begin{array}{cc}0 & 2 \\ -2 & 0\end{array}\right]$ and $A=\left[\begin{array}{ll}2 & 0 \\ 3 & 0\end{array}\right]$

$$
\mathrm{AX}+\mathrm{X} * \mathrm{~A}=\mathrm{W},
$$

After simple computations one can gets
$x_{2}=1$ and $x_{2}=0$ which has no solution .

## Proposition (3.3.3), [13]:

If A and W are skew - adjoint operators and eq. (3-2) has only one solution then this solution is also a skew - adjoint .

## Proof:

Since $A^{*}=-A$ and $W^{*}=-W$ then it easy that to check
$A^{*}\left(-X^{*}\right)+\left(-X^{*}\right) A=W$ and since the equation has only one solution then $X^{*}=-X$.

## Remark (3.3.7), [13]:

Consider eq. (3-2), where the solution of it exists. If A and W are normal operators then this solution is not necessarily normal .

This fact can be seen in the following example .

## Example (3.3.4) :

let $\mathrm{H}=\ell_{2}(\mathrm{C})$, consider eq. (3-2), where $\mathrm{A}=\mathrm{iI}$ and $\mathrm{W}=0$. Therefore , - iIX $+\mathrm{iIX}=0$. It is easy to check the unilateral shift operator defined by :
$\left.\mathrm{U}\left(\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots\right)=\left(0, \mathrm{X}_{1}, \mathrm{X}_{2}, \ldots\right), \quad \forall\left(\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots\right)\right\rfloor_{\ell_{2}}(\mathrm{C})$ is a solution of the above equation which is non normal operator .

## Putnam - Fugled Theorem (3.3.2), [5]:

Assume that $\mathrm{M}, \mathrm{N}, \mathrm{T}\rfloor \mathrm{B}(\mathrm{H})$, Where M and N are normal. If $\mathrm{MT}=$ TN then $\mathrm{M}^{*} \mathrm{~T}=\mathrm{TN} *$.

Recall that an operator T . is said to be dominant if
$\|(\mathrm{T}-\mathrm{Z}) * \mathrm{X}\| \leq \mathrm{M}\|(\mathrm{T}-\mathrm{Z}) \mathrm{x}\|$ for all z$\rfloor \sigma(\mathrm{T})$ and x$\rfloor \mathrm{H}$. On the other hand, operator T is called M - hyponormal operator if $\left\|(T-Z)^{*} X\right\| \leq M\|(T-Z) x\|$ for all $\left.Z\right\rfloor C$ and $\left.x\right\rfloor H$, [1] .

In [ ] , the above theorem was generalized as following .

## Theorem (3.3.3), [5]:

Let M be a dominant operator and $\mathrm{N}^{*}$ is an M - hyponormal operator . Assume $\mathrm{MT}=\mathrm{TN}$ for some T$\rfloor \mathrm{B}(\mathrm{H})$ then $\mathrm{M}^{*} \mathrm{~T}=\mathrm{TN} *$.

A corollaries, we have .

## Corollary (3.3.1), [13]:

If A is normal operator then eq. (3-2) has a solution if and only if $\left[\begin{array}{cc}A^{*} & 0 \\ 0 & -A\end{array}\right]$ is similar to $\left[\begin{array}{cc}A^{*} & -W \\ 0 & -A\end{array}\right]$.

## Corollary (3.3.2), [13]:

If A is dominant or a M - hyponormal operator then the operator equation defined by eq. (3-2) has a solution if and only if $\left[\begin{array}{cc}A^{*} & 0 \\ 0 & -A\end{array}\right]$ and $\left[\begin{array}{cc}A^{*} & -W \\ 0 & -A\end{array}\right]$ are similar operator $\mathrm{H}_{1} \oplus \mathrm{H}_{2}$.

## Corollary (3.3.3), [13]:

If A is a dominant or a. M - hyponormal operator then the operator eq. (3-2) has a solution a solution if and only if $\left[\begin{array}{cc}A & 0 \\ 0 & -A\end{array}\right]$ and $\left[\begin{array}{cc}A & -W \\ 0 & -A\end{array}\right]$ are similar operator $\mathrm{H}_{1} \oplus \mathrm{H}_{2}$.

## Remark (3.3.8) , [13]:

If A (or W ) is compact and the solution of eq. (3-2) exists then it is not necessarily compact .

As an illustration to this remark, consider the following examples .

## Example (3.3.5) :

Consider the equation $A * X+X A=A^{*}+A$, where $A$ is a compact operator on an infinite dimensional Hilbert space $H$. It is clear that $X$ $=\mathrm{I}$ is a solution of the above operator equation which is not compact .

## Example (3.3.6):

Consider eq. (3-2), where $\mathrm{W}=0$. It is clear that the zero operator is compact. Given $\mathrm{A}=\mathrm{iI}$, then $\mathrm{X}=\mathrm{I}$ is a solution of eq. (3-2) which is not compact .

## Proposition (3.3.4):

If $A$ is a compact operator then the eq. (3-4) is compact .

## Proof:

Since A is compact then $\mathrm{X}^{*} \mathrm{~A}$ is also compact .
Since A is compact then AX is also compact .
Since AX and $\mathrm{X} * \mathrm{~A}$ are compact then $\mathrm{AX}+\mathrm{X} * \mathrm{~A}$ is compact .
Therefore W is compact .

## (3.4) On The Range of $\tau_{\underline{A}}$ :

In this section, we discuss the infectivity of the map
$\tau_{\mathrm{A}}: \mathrm{B}(\mathrm{H}) \rightarrow \mathrm{B}(\mathrm{H})$ and show that in general the map $\tau_{\mathrm{A}}$ is not necessary one - to - one .

Define the mapping $\tau: B(H) \rightarrow B(H)$ by

$$
\tau(\mathrm{X})=\tau_{\mathrm{A}}(\mathrm{X})=\mathrm{A} * \mathrm{X}+\mathrm{XA}, \mathrm{X} \downharpoonleft \mathrm{~B}(\mathrm{H})
$$

Where $A$ is a fixed operator in $B(H)$.
It is clear that the map $\tau_{\mathrm{A}}$ is a linear map , infact

$$
\begin{aligned}
\tau_{\mathrm{A}}\left(\alpha \mathrm{X}_{1}+\beta \mathrm{X}_{2}\right)= & \mathrm{A}^{*}\left(\alpha \mathrm{X}_{1}+\beta \mathrm{X}_{2}\right)+\left(\alpha \mathrm{X}_{1}+\beta \mathrm{X}_{2}\right) \mathrm{A} \\
& =\alpha \tau_{\mathrm{A}}\left(\mathrm{X}_{1}\right)+\beta \tau_{\mathrm{A}}\left(\mathrm{X}_{2}\right)
\end{aligned}
$$

Also , the map $\tau_{\mathrm{A}}$ is bounded, since
$\left\|\tau_{\mathrm{A}}\right\|=\|\mathrm{A} * \mathrm{X}+\mathrm{XA}\| \leq\|\mathrm{A} * \mathrm{X}\| \mathrm{XA}\|\leq\| \|\left[\left\|\mathrm{A}^{*}\right\|+\|\mathrm{A}\|\right]$
But A$\rfloor \mathrm{B}(\mathrm{H})$ and $\left\|\mathrm{A}^{*}\right\|=\|\mathrm{A}\|$, thus $\left\|\tau_{\mathrm{A}}(\mathrm{X})\right\| \leq \mathrm{M}\|\mathrm{X}\|$,
Where, $\mathrm{M}=2\|\mathrm{~A}\|$, so $\tau_{\mathrm{A}}$ is bounded .

The following remark shows that the mapping $\tau_{\mathrm{A}}$ is not a derivation .

## Remark (3.4.1), [15]:

Since $\tau_{\mathrm{A}}(\mathrm{XY})=\mathrm{A}^{*}(\mathrm{XY})+(\mathrm{XY}) \mathrm{A}$ for all X, Y$\rfloor \mathrm{B}(\mathrm{H})$ and $\mathrm{X} \tau_{\mathrm{A}}(\mathrm{Y})$ $=\mathrm{XA} * \mathrm{Y}+\mathrm{XYA}$. Also,$\tau_{\mathrm{A}}(\mathrm{X}) \mathrm{Y}=\mathrm{A} * \mathrm{XY}+\mathrm{XAY}$. Then one can deduce that $\tau_{\mathrm{A}}(\mathrm{XY}) \neq \mathrm{X} \tau_{\mathrm{A}}(\mathrm{Y})+\tau_{\mathrm{A}}(\mathrm{X}) \mathrm{Y}$. To prove this, let $\mathrm{H}=$ $\ell_{2}(\mathrm{C})$ and $\mathrm{A}=\mathrm{U}$, where is a unilateral shift operator . Then $\tau_{\mathrm{U}}(\mathrm{X})=$ $\mathrm{BX}+\mathrm{XU}$, where B is the bilateral shift operator .

In this case $\tau_{\mathrm{U}}$ is not derivation. To see this, consider

$$
\begin{aligned}
\tau_{\mathrm{U}}(\mathrm{IU})=\tau_{\mathrm{U}}(\mathrm{U}) & =\mathrm{BU}+\mathrm{U}^{2} \text { and } \\
\mathrm{I}_{\mathrm{U}}(\mathrm{U})+\tau_{\mathrm{U}}(\mathrm{I}) \mathrm{U} & =\tau_{\mathrm{U}}(\mathrm{U})+\tau_{\mathrm{U}}(\mathrm{I}) \mathrm{U}, \\
& =\mathrm{BU}+\mathrm{U}^{2}+(\mathrm{B}+\mathrm{U}) \mathrm{U}, \\
& =2 \mathrm{BU}+2 \mathrm{U}^{2}=2\left(\mathrm{BU}+\mathrm{U}^{2}\right) .
\end{aligned}
$$

It is easily to seen that the mapping $\tau: \mathrm{B}(\mathrm{H}) \rightarrow \mathrm{B}(\mathrm{H})$ defined by $\left.\tau(\mathrm{X})=\tau_{\mathrm{A}}(\mathrm{X})=\mathrm{A}^{*}+\mathrm{XA}, \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})$ is not Jordan $*$ - derivation . To see this see the above example .

Next, we discuss the infectivity of the map $\tau_{\mathrm{A}}$ and show that, in general the map $\tau: B(H) \rightarrow B(H)$ is not necessary one - to - one .

## Proposition (3.4.1), [13]:

Consider the map $\tau(\mathrm{X})=\tau_{\mathrm{A}}(\mathrm{X})=\mathrm{A} * \mathrm{X}+\mathrm{XA}$. If A is a skew adjoint operator then $\tau_{\mathrm{A}}$ is not one - to - one .

## Proof:

Since A is a skew - adjoint operator, then .
$\operatorname{ker}(\tau)=\{\mathrm{X}\rfloor \mathrm{B}(\mathrm{H}): \mathrm{AX}=\mathrm{XA}\}$. Therefore I$\rfloor \operatorname{ker}\left(\tau_{\mathrm{A}}\right)$ and thus $\tau_{\mathrm{A}}$ is not one - to - one .

Now, we have the following proposition .

## Proposition (3.4.2), [13]:

1) Range $\left(\tau_{\mathrm{A}}\right)^{*}=$ Range $\left(\tau_{\mathrm{A}}\right)$.
2) $\alpha$ range $\left(\tau_{\mathrm{A}}\right)=\operatorname{Range}\left(\tau_{\mathrm{A}}\right)$.

## Proof:

1) Since Range $\left.\left(\tau_{\mathrm{A}}\right)^{*}=\left\{X^{*} A+A^{*} X^{*}, X\right\rfloor B(H)\right\}$. Then ,

Range $\left.\left(\tau_{\mathrm{A}}\right)^{*}=\left\{\mathrm{X}^{*} \mathrm{~A}+\mathrm{A}^{*} \mathrm{X}^{*}, \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})\right\}$. where $\mathrm{X}_{1}=\mathrm{X}^{*}$.
Therefore, Range $\left(\tau_{\mathrm{A}}\right)^{*}$.
2) $\alpha$ Range $\left.\left(\tau_{A}\right)=\{\alpha(A * X+A X), X\rfloor B(H)\right\}$.

$$
=\left\{\mathrm{A}^{*}(\alpha \mathrm{X})+(\alpha \mathrm{X}) \mathrm{A}, \mathrm{X} \downharpoonleft \mathrm{~B}(\mathrm{H})\right\}
$$

Let $X_{1}=\alpha X$, then

$$
\begin{aligned}
\operatorname{Range}\left(\tau_{\mathrm{A}}\right) & =\left\{\mathrm{A} * \mathrm{X}_{1}+\mathrm{X}_{1} \mathrm{~A}, \mathrm{X}_{1} \downharpoonleft \mathrm{~B}(\mathrm{H})\right\} \\
& =\operatorname{Range}\left(\tau_{\mathrm{A}}\right)
\end{aligned}
$$

## (3.5) On The Range of $\rho_{\mathrm{A}}$ :

In this section we study and discuss the range of $\rho_{\mathrm{A}}$, where $\left.\rho(X)=\rho_{A}(X)=A X+X * A, X\right\rfloor B(H)$.

Where $A$ is a fixed operator in $B(H)$.

It is clear that map $\rho_{\mathrm{A}}$ is a linear map. Also the , $\rho_{\mathrm{A}}$ is bounded, since
$\left\|\rho_{\mathrm{A}}\right\|=\left\|\mathrm{AX}+\mathrm{X}^{*} \mathrm{~A}\right\| \leq\|\mathrm{AX}\|+\left\|\mathrm{X}^{*} \mathrm{~A}\right\| \leq\|\mathrm{A}\|\|\mathrm{X}\|+\left\|\mathrm{X}^{*}\right\|\|\mathrm{A}\|$
Since $\left\|X^{*}\right\|=\|X\|$.
Therefore , $\left\|\rho_{\mathrm{A}}\right\| \leq 2\|\mathrm{~A}\|\|\mathrm{X}\|$,
Let $\mathrm{M}=2\|\mathrm{~A}\| \geq 0$, so $\left\|\rho_{\mathrm{A}}\right\| \leq \mathrm{M}\|\mathrm{X}\|$. Then $\rho_{\mathrm{A}}$ is bounded .

The following steps shows that Range $\left(\rho_{\mathrm{A}}\right)^{*} \neq \operatorname{Range}\left(\rho_{\mathrm{A}}\right)$,
Range $\left.\left(\rho_{\mathrm{A}}\right)^{*}=\left\{\left(\mathrm{AX}+\mathrm{X}^{*} \mathrm{~A}\right)^{*}, \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})\right\}$,

$$
\begin{aligned}
& =\{A * X+X * A *, X \downharpoonleft B(H)\}, \\
& \neq \operatorname{Range}\left(\rho_{A}\right) .
\end{aligned}
$$

Also , $\alpha$ Range $\left(\rho_{\mathrm{A}}\right)=\left\{\alpha\left(\mathrm{AX}+\mathrm{X}^{*} \mathrm{~A}\right), \mathrm{X} \downharpoonleft \mathrm{B}(\mathrm{H})\right\}$

$$
\left.=\left\{\mathrm{A}(\alpha \mathrm{X})+(\alpha \mathrm{X})^{*} \mathrm{~A}, \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})\right\}
$$

Let $\alpha \mathrm{X}=\mathrm{X}_{1}$
$\alpha$ Range $\left(\rho_{\mathrm{A}}\right)=\left\{\mathrm{AX}_{1}+\mathrm{X}_{1} * \mathrm{~A}^{*}, \mathrm{x}_{1} \downharpoonleft \mathrm{~B}(\mathrm{H})\right\}$
$=\operatorname{Range}\left(\rho_{\mathrm{A}}\right)$.
The following remark shows the mapping $\rho_{\mathrm{A}}$ is not -a derivation .

## Remark (3.5.2) :

Since $\rho_{\mathrm{A}}(\mathrm{XY})=\mathrm{A}(\mathrm{XY})+(\mathrm{XY})^{*} \mathrm{~A}$

$$
=\mathrm{A}(\mathrm{XY})+\mathrm{Y}^{*} \mathrm{X} * \mathrm{~A},
$$

for all $X, Y\rfloor B(H)$,
and $\mathrm{X} \rho_{\mathrm{A}}(\mathrm{Y})=\mathrm{X}\left[\mathrm{AX}+\mathrm{Y}^{*} \mathrm{~A}\right]$,

$$
=\mathrm{XAY}+\mathrm{XY} * \mathrm{~A} .
$$

Also , $\rho_{A}(X) Y=\left(A X+X^{*} A\right) Y$,

$$
=\mathrm{AXY}+\mathrm{Y}^{*} \mathrm{AY} .
$$

Then one can deduce that :

$$
\rho_{\mathrm{A}}(\mathrm{XY}) \neq \mathrm{X} \rho_{\mathrm{A}}(\mathrm{Y})+\rho_{\mathrm{A}}(\mathrm{X}) \mathrm{Y} .
$$

Now the following remark . shows the mapping $\rho_{\mathrm{A}}$ is also not $*-\mathrm{a}$ derivation .

## Remark (3.5.2) :

Since $\rho_{\mathrm{A}}(\mathrm{X}+\mathrm{Y})=\mathrm{A}(\mathrm{X}+\mathrm{Y})+(\mathrm{X}+\mathrm{Y})^{*} \mathrm{~A}$,

$$
\begin{aligned}
& =A X+A Y+X * A+Y * A, \\
& =A X+X * A+A Y+Y * A \\
& =\rho_{A}(X)+\rho_{A}(Y) .
\end{aligned}
$$

Now,
$X \rho_{\mathrm{A}}(\mathrm{X}) \rho_{\mathrm{A}}(\mathrm{X}) \mathrm{X}^{*}=\mathrm{X}\left[\mathrm{AX}+\mathrm{X}^{*} \mathrm{~A}\right] \mathrm{X}^{*}$,

$$
=\mathrm{XAX}+\mathrm{XX}^{*} \mathrm{~A}+\mathrm{AXX}^{*}+\mathrm{X}^{*} \mathrm{AX}^{*},
$$

So

$$
\rho_{\mathrm{A}}\left(\mathrm{X}^{2}\right)=\left(\mathrm{AX} \mathrm{X}^{2}+\left(\mathrm{X}^{*}\right)^{2} \mathrm{~A}\right),
$$

and

$$
\rho_{\mathrm{A}}\left(\mathrm{X}^{2}\right) \neq \mathrm{X} \rho_{\mathrm{A}}(\mathrm{X})+\rho_{\mathrm{A}}(\mathrm{X}) \mathrm{X}^{*} .
$$

then $\rho_{\mathrm{A}}$ is not ${ }^{*}$ - a derivation

## (3.6) On The Range of $\mu_{\underline{A}}(X)$ :

In this section, we study and discuss the range $\mu_{\mathrm{A}}(\mathrm{X})$, where

$$
\mu_{\mathrm{A}}=\mu_{\mathrm{A}}(\mathrm{X})=\mathrm{AX}+\mathrm{XA}, \quad \mathrm{X} \downharpoonleft \mathrm{~B}(\mathrm{H})
$$

Where A is a fixed operator in $\mathrm{B}(\mathrm{H})$.
It is clear that the map $\mu_{\mathrm{A}}$ is a linear map. Also, the map $\mu_{\mathrm{A}}$ is bounded, since $\quad\left\|\mu_{\mathrm{A}}\right\|=\|\mathrm{AX}+\mathrm{XA}\| \leq \mathrm{M}\|\mathrm{X}\|$,
where $\mathrm{M}=2\|\mathrm{~A}\| \geq 0$. Then $\mu_{\mathrm{A}}$ is bounded .
The following steps shows that Range $\left(\mu_{\mathrm{A}}\right)^{*} \neq$ Range $\left(\mu_{\mathrm{A}}\right)$.
Range $\left.\left(\mu_{\mathrm{A}}\right)^{*}=\left\{(\mathrm{AX}+\mathrm{XA})^{*}, \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})\right\}$,

$$
\begin{aligned}
& \left.=\left\{A^{*} X^{*}+X^{*} A^{*}, X\right\rfloor B(H)\right\}, \\
& \neq \text { Range }\left(\mu_{\mathrm{A}}\right)
\end{aligned}
$$

Also , $\left.\alpha \operatorname{Rang}\left(\mu_{\mathrm{A}}\right)=\{\alpha(\mathrm{AX}+\mathrm{XA}), \mathrm{X}\rfloor \mathrm{B}(\mathrm{H})\right\}$,

$$
=\{\mathrm{A}(\alpha \mathrm{X})+(\alpha \mathrm{X}) \mathrm{A}, \mathrm{X} \downharpoonleft \mathrm{~B}(\mathrm{H})\}
$$

Let $\alpha \mathrm{X}=\mathrm{X}_{1}$

$$
\begin{aligned}
& \left.=\left\{\mathrm{AX}_{1}+\mathrm{X}_{1} \mathrm{~A}, \mathrm{X}_{1}\right\rfloor \mathrm{B}(\mathrm{H})\right\}, \\
& =\operatorname{Range}\left(\mu_{\mathrm{A}}\right) .
\end{aligned}
$$

The following remark shows that mapping $\mu_{\mathrm{A}}$ is not a derivation .

## Remark (3.6.1) :

Since $\mu_{\mathrm{A}}(\mathrm{XY})=\mathrm{A}(X Y)+(X Y) \mathrm{A}$.
For all $X \mu_{\mathrm{A}}(\mathrm{Y})=\mathrm{X}(\mathrm{AY})+\mathrm{X}(\mathrm{YA})$,
= XAY + XYA .

Also , $\mu_{\mathrm{A}}(\mathrm{X}) \mathrm{Y}=\mathrm{AXY}+\mathrm{XAY}$,
Then one can deduce that :

$$
\mu_{\mathrm{A}}(\mathrm{XY}) \neq \mathrm{X} \mu_{\mathrm{A}}(\mathrm{Y})+\mu_{\mathrm{A}}(\mathrm{X}) \mathrm{Y} .
$$

Now , the following remark shows that the mapping $\mu_{\mathrm{A}}$ is also not* - a derivation .

## Remark (3.6.2) :

Since $\mu_{\mathrm{A}}(\mathrm{X}+\mathrm{Y})=\mathrm{A}(\mathrm{X}+\mathrm{Y})+(\mathrm{X}+\mathrm{Y}) \mathrm{A}$,

$$
\begin{aligned}
& =\mathrm{AX}+\mathrm{AX}+\mathrm{XA}+\mathrm{YA}, \\
& =(\mathrm{AX}+\mathrm{XA})+(\mathrm{AY}+\mathrm{YA}), \\
& =\mu_{\mathrm{A}}(\mathrm{X})+\mu_{\mathrm{A}}(\mathrm{Y}) .
\end{aligned}
$$

Now,
$\mathrm{X} \mu_{\mathrm{A}}(\mathrm{X})+\mu_{\mathrm{A}}(\mathrm{X}) \mathrm{X}^{*}=\mathrm{X}[\mathrm{AX}+\mathrm{XA}]+[\mathrm{AX}+\mathrm{XA}] \mathrm{X}^{*}$

$$
=\mathrm{XAX}+\mathrm{X}_{2} \mathrm{~A}+\mathrm{AXX}^{*}+\mathrm{XAX}^{*},
$$

So ,
$\mu_{\mathrm{A}}\left(\mathrm{X}_{2}\right)=\left(\mathrm{AX}_{2}+\mathrm{X}_{2} \mathrm{~A}\right)$,
and

$$
\mu_{\mathrm{A}}\left(\mathrm{X}_{2}\right) \neq \mathrm{X} \mu_{\mathrm{A}}(\mathrm{X})+\mu_{\mathrm{A}}(\mathrm{X}) \mathrm{X}^{*} .
$$

therefore $\mu_{\mathrm{A}}$ is not ${ }^{*}$ - a derivation .

## Chapter Four

## Generalization of the

## Lyapunov Equations

The operator equation of the form :

$$
\begin{equation*}
\mathrm{A}^{*} \times \mathrm{B} \times \mathrm{B} \times \mathrm{A}=\mathrm{W}, \tag{4-1}
\end{equation*}
$$

Where A, B and W are given operator defined on $\mathrm{H}, \mathrm{X}$ is the unknown operator that must be determined, and $\mathrm{A}^{*}$ is the adjoint of A.

The above operators equation is one of the generalization continuous - time Lyapunov operator equation .

## (4.2) : The Nature of The Solution for Generalization Lyapunov

## Equations :

Now, the nature of the solution for more general of the continuous - time Laypunov operator equation are studied for special types operators .

## Proposition (4.2) :

If B and W are self - adjoint operators , and the operators equation (4.1) has only one solution X then this solution is also self adjoint ,

## Proof:

Consider to operator equation

$$
\begin{aligned}
& \mathrm{A} * \mathrm{XB}+\mathrm{BXA}=\mathrm{W}, \\
& (\mathrm{AXB}+\mathrm{BXA})^{*}=\mathrm{W}^{*}, \\
& \mathrm{~A}^{*} \mathrm{X}^{*} \mathrm{~B}^{*}+\mathrm{B} * \mathrm{X}^{*} \mathrm{~A}^{*}=\mathrm{W}^{*} \\
& \mathrm{~A}^{*} \mathrm{X}^{*} \mathrm{~B}+\mathrm{BX} * \mathrm{~A}=\mathrm{W},
\end{aligned}
$$

Since X is a unique solution .
So $\mathrm{X}=\mathrm{X}^{*}$, then is self - adjoint .

## Proposition (4.2.2) :

If B is a skew - adjoint, W is a self - adjoint and A is any operator and if the equation (4.1) has only one solution then this solution is a skew - adjoint .

## Proof:

Consider equation (4.1)

$$
\begin{aligned}
& A^{*} X B+B X A=W, \\
& \left(A^{*} X B+B X A\right)^{*}=W^{*} \\
& A^{*} X^{*} B^{*}+B^{*} X^{*} A=W^{*} . \\
& A^{*} X^{*}(-B)+(-B) X^{*} A=W^{*}, \\
& A^{*}\left(-X^{*}\right) B+B\left(-X^{*}\right) A=W .
\end{aligned}
$$

Since X is a unique solution, so $\mathrm{X}=-\mathrm{X}^{*}$
Then X is a skew - adjoint .

## Proposition (4.2.3) :

If $B$ and $W$ are skew - adjoint operators, $A$ is any operator and if the equation (4-1) has only one solution then this solution is self adjoint.

## Proof:

Consider equation (4.1),

$$
\begin{aligned}
& A^{*} X B+B X A=W \\
& -\left(A^{*} X B+B X A\right)^{*}=-W^{*} \\
& -B^{*} X^{*} A-A^{*} X^{*} B^{*}=-W^{*} \\
& A^{*} X^{*}(-B)^{*}+\left(-B^{*}\right) X^{*} A=-W^{*} \\
& A^{*} X^{*} B+B X^{*} A=W
\end{aligned}
$$

Since X is a unique solution, then
$X^{*}=X$.

## Proposition (4.2.4):

If B and W are self - adjoint operators, A is any operator and if the equation (4.1) has only one solution and this solution is also self adjoint.

## Proof:

Consider equation (4.1),

$$
\begin{aligned}
& \mathrm{A} * \mathrm{XB}+\mathrm{BXA}=\mathrm{W} \\
& (\mathrm{~A} * \mathrm{XB}+\mathrm{BXA})^{*}=\mathrm{W}^{*} \\
& \mathrm{~A}^{*} \mathrm{X}^{*} \mathrm{~B}^{*}+\mathrm{B}^{*} \mathrm{X}^{*} \mathrm{~A}=\mathrm{W}^{*} \\
& \mathrm{~A}^{*} \mathrm{X}^{*} \mathrm{~B}+\mathrm{BX} * \mathrm{~A}=\mathrm{W}
\end{aligned}
$$

Since X is a unique, so $\mathrm{X}^{*}=\mathrm{X}$
The X is a self - adjoint .

## Proposition (4.2.5) :

If B is a self - adjoint, W is a skew - adjoint, A is any operator and if the equation (4.1) has only one solution then this solution is a skew adjoint.

## Proof:

Consider (4.1) ,

$$
\begin{aligned}
& A^{*} X B+B X A=W \\
& -\left(A^{*} X B+B X A\right)^{*}=-W^{*} \\
& A^{*}\left(-X^{*}\right) B^{*}+B^{*}\left(-X^{*}\right) A=-W^{*} \\
& A^{*}\left(-X^{*}\right) B+B\left(-X^{*}\right) A=W
\end{aligned}
$$

Since equation (4.1) has only one solution, so $\mathrm{X}=-\mathrm{X}^{*}$, the X is a skew - adjoint .

## Remark (4.2.1) :

Consider equation (4.1), If B is a self - adjoint , W is a self adjoint and A is any operator, Then X is not necessary self - adjoint .

## Remark (4.2.2) :

Consider equation (4.1), If A and W are self - adjoint operators , $B$ is any operator, Then $X$ is not necessary self - adjoint .

## Remark (4.2.3) :

If A and B are compact operators and the solution $X$ of equation (4.1) exist , then this solution is not necessary compact .

The X is a self - adjoint .

## Proposition (4.3.5) :

If B is a self - adjoint, W is a skew - adjoint, W is a skew adjoint, and A is any operator and if the equation (4.4) has only solution and this solution is also self - adjoint .

## Proof:

Consider equation (4.4) ,
A* $\mathrm{xB}+\mathrm{B} \times \mathrm{A}=\mathrm{W}$,
$-\left(A^{*} \times B+B x A\right)^{*}=-W^{*}$,
$A^{*}\left(-X^{*}\right) B^{*}+B^{*}\left(-X^{*}\right) A=-W^{*}$,
$\mathrm{A} *\left(-\mathrm{X}^{*}\right)^{*} \mathrm{~B}+\mathrm{B}\left(-\mathrm{X}^{*}\right) \mathrm{A}=\mathrm{W}$.
Since equation (4.4) has only one solution, so $\mathrm{X}=-\mathrm{X}^{*}$, Then X is a skew - adjoint .

## Remark (4.3.1) :

Consider equation (4.4) , if
(1) B is a skew - adjoint, W is a self - adjoint, and A is any operator . Then X is not necessary self - adjoint .
(2) A and B are self - adjoint operators, B is any operator. The X is not necessary self - adjoint .

## Remark (4.3.1) :

If $A$ and $B$ are compact operators and the solution of equation (4.4) exist , then this solution is not necessary compact .

## Example (4.3.1) :

Consider the following operator equation

$$
\mathrm{A}^{*} \mathrm{x} B+\mathrm{B} \times \mathrm{A}=\mathrm{A}^{*} \mathrm{~B}+\mathrm{BA}
$$

Where A and B are compact operator, it is clear that $\mathrm{X}=\mathrm{I}$ is a solution of the above operator equation, but $I$ is not compact .

Now, we study that nature of the solution of the operator equations .
$\left(\mathrm{A}^{*}\right)^{2} \mathrm{X}+\mathrm{XA}^{2}+\mathrm{tAXA}=\mathrm{W}$,
and $A^{2} X+X A^{2}+t A X A=W$,
the following proposition shows if A and W are self - adjoint operators and if equation (4.10) has a unique solution then this solution is self - adjoint .

## Proposition (4.3.6) :

Consider equation (4.10) w, If A and W are self - adjoint operators then X is self - adjoint .

## Proof:

Consider $\left.\mathrm{A}^{2} \mathrm{X}+\mathrm{XA}^{2}+\mathrm{tA} \mathrm{xA}=\mathrm{W}, \mathrm{t}\right\rfloor \mathrm{R}$

$$
\begin{aligned}
& \left.\left(A^{2} \mathrm{X}+\mathrm{XA}^{2}+\mathrm{tA} \times \mathrm{A}\right)^{*}=\mathrm{W}^{*}, \quad \mathrm{t}\right\rfloor \mathrm{R} \\
& \mathrm{X}^{*}\left(\mathrm{~A}^{*}\right)^{2} \mathrm{X}^{*}+\mathrm{tA*} \mathrm{X}^{*} \mathrm{~A}^{*}-\mathrm{W} .
\end{aligned}
$$

Since $A$ and $W$ are self - adjoint then $A=A^{*}$ and $W=W^{*}$.
So , $X^{*} A^{2}+A^{2} X^{*}+t A X^{*} A=W$,
$t 」 R$
$A^{2} X^{*}+X^{*} A^{2}+t A X^{*} A=W$.
Then X in self - adjoint .

## Remark (4.3.3) :

Consider equation (4.10), If A is self - adjoint operator and W is any operator then solution X is not necessary self - adjoint operator . The following example the above remark .

## Example (4.3.2) :

Consider equation (4.10), take $A=A^{*}=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right], \mathrm{W}=\left[\begin{array}{ll}2 & 0 \\ 3 & 1\end{array}\right]$
Any operator, and $t=2$
Equation (4.10) becomes :
$A^{2} X+X A^{2}+2 A X A=W$
$\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]\left[\begin{array}{ll}X_{1} & X_{2} \\ X_{3} & X_{4}\end{array}\right]+\left[\begin{array}{ll}X_{1} & X_{2} \\ X_{3} & X_{4}\end{array}\right]\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]+2\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]\left[\begin{array}{ll}X_{1} & X_{2} \\ X_{3} & X_{4}\end{array}\right]\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]=\left[\begin{array}{ll}2 & 0 \\ 3 & 1\end{array}\right]$
After simple computation, the solution of equation in case take the form :
$\mathrm{X}=\left[\begin{array}{cc}\frac{1}{2} & 0 \\ \frac{3}{4} & 0\end{array}\right] \neq \mathrm{X}^{*}$, where $\alpha$ any arbitrary number .

## Remark (4.3.4) :

Consider (4.9) ,
(1) If A is is self - adjoint operator then the solution X is not necessary self $=$ adjoint.
(2) if W is self - adjoint operator then the solution X is not necessarily self - adjoint .

To explain the above remarks see example (4.3.2) .

## Remark (4.3.5) :

Consider equation (4.9), if A and W are normal operators, them the solution X is not necessary exists .

The following example explain this fact .

## Example (4.3.3) :

Consider equation (4.9), $\mathrm{A}=\left[\begin{array}{cc}a & -b \\ b & a\end{array}\right], \mathrm{b} \neq 0$.
Notes that $\mathrm{A} \neq \mathrm{A} *$ in general .
A normal, but not self - adjoint .
Take
$\mathrm{A}=\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right], \mathrm{W}=\left[\begin{array}{cc}1 & -3 \\ 3 & 1\end{array}\right]$ and $\mathrm{t}=2$.
After simple computations, we get
$\begin{array}{lll}-2 X_{2}-2 X_{4}=1 & \text { and } & -2 X_{2}+2 X_{3}=-3 \\ -2 X_{4}-2 X_{1}=1 & \text { and } & -2 X_{3}-2 X_{2}=3\end{array}$
Has no solution .
The question now is pertinent, does equation (4.9) has a normal solution. To answer this question consider the following example :

## Example (1.3.4) :

Consider equation (4-9) and take $\mathrm{W}=0$, equation (4-9) becomes :
$\left(\mathrm{A}^{*}\right)^{2} \mathrm{X}+\mathrm{XA}^{2}+\mathrm{tAXA}=0$
It is Cleary $\mathrm{X}=0$ and 0 is a normal operator .
Now . We study the nature of the solution of equation (4.9) and equation (4.10) for compact operator .

The following proposition shows if the operator A is compact then the operator W is also compact .

## Proposition (4.3.7), [21]

Consider equation (4.10), if A is compact operator then W is compact operator .

## Proof:

Equation (4.10), can be written as
$A A X+X A A+t A X A=W$, since $A$ is compact operator then $A A$ is compact (i.e. $A^{2}$ compact) . So $A^{2} X$ is compact . $A$ is compact operator then XA is compact and XAA is compact, so $\mathrm{XA}^{2}$ is compact. AX is compact then AXA is compact and $t$ AXA is compact (t any scalar).
So $A^{2} X+X A^{2}+t A X A$ is compact, then $W$ is compact operator .

## Remark (4.3.6) :

Consider equation (4.10), if A and W are compact operators then the solution X is not necessarily compact operator .

The following example explain to above remark .

## Example (4.3.5)

Consider the following operator equation :
$A^{2} X+X A^{2}+t A X A=(2+t) A^{2}$, where $t$ is any scalar.
It is clear that $\mathrm{X}=\mathrm{I}$ is a solution of the above operator equation, but I is not compact operator .

Now, we study and discuss the nature of the solution of equation (4.6) and eq. (4.8) for special types of operators .

## Proposition (4.3.8) :

If B and W are self - adjoint operators, A is any operator and if the equation (4.6) has only one solution, then this solution is self adjoint.

## Proof:

Consider equation (4.6) ,
$\mathrm{A} * \mathrm{BX}+\mathrm{XBA}=\mathrm{W}$,
$\left(\mathrm{A}^{*} \mathrm{BX}+\mathrm{XBA}\right)^{*}=\mathrm{W}^{*}$,
$X^{*} B^{*} A^{*}+A^{*} B^{*} X^{*}=W^{*}$.
Since $B$ and $W$ are self - adjoint ,

Then $\mathrm{A}^{*} \mathrm{BX}^{*}+\mathrm{X}^{*} \mathrm{BA}=\mathrm{W}$.
Since equation (4.6) has only solution, so $\mathrm{X}^{*}=\mathrm{X}$, then X is self adjoint .

## Proposition (4.3.9) :

If B and W are self - adjoint operators, W is a skew - adjoint , and A is any operators and if the equation (4.6) has only one solution , then this solution is skew - adjoint .

## Proof:

Consider equation (4.6) ,
$\mathrm{A} * \mathrm{BX}+\mathrm{XBA}=\mathrm{W}$,
$-\left(\mathrm{A}^{*} \mathrm{BX}+\mathrm{XBA}\right)^{*}=\mathrm{W}^{*}$,
$-\mathrm{X}^{*} \mathrm{~B}^{*} \mathrm{~A}+\mathrm{A}^{*} \mathrm{~B}^{*} \mathrm{X}^{*}=-\mathrm{W}^{*}$,
$\mathrm{A}^{*} \mathrm{~B}^{*}\left(-\mathrm{X}^{*}\right)+\left(-\mathrm{X}^{*}\right) \mathrm{B}^{*} \mathrm{~A}=-\mathrm{W}^{*}$,
$\mathrm{A}^{*} \mathrm{~B}\left(-\mathrm{X}^{*}\right)+\left(-\mathrm{X}^{*}\right) \mathrm{BA}=\mathrm{W}$.
Since equation *4.6) has only one solution, so $\mathrm{X}=-\mathrm{X}^{*}$, then X is a skew - adjoint .

## Proposition (4.3.10) :

If $B$ is a skew - adjoint operator, $W$ is a self - adjoint operator, $A$ is any operator .

Equation (4.6) has only one solution, then X is a skew - adjoint .

## Proof:

Consider equation (4.6) ,
$\mathrm{A} * \mathrm{BX}+\mathrm{XBA}=\mathrm{W}$,
$(\mathrm{A} * \mathrm{BX}+\mathrm{XBA})^{*}$,
$\mathrm{X}^{*} \mathrm{~B}^{*} \mathrm{~A}+\mathrm{A} * \mathrm{~B}^{*} \mathrm{X}^{*}=\mathrm{W}^{*}$.
Since B is a skew - adjoint, then
$\mathrm{A} * \mathrm{~B}(-\mathrm{X})+\left(-\mathrm{X}^{*}\right) \mathrm{BA}=\mathrm{W}$.
Since equation (4.6) has one solution, so $X=-X^{*}$, then $X$ is skew adjoint.

## Remark : (4.3.7) :

Consider equation (4.6), If A and W are self - adjoint operator, $b$ is any operator . Then $X$ is not necessarily self - adjoint .

## Remark (4.3.8) :

If $A$ and $B$ compact operators and the solution of equation (4.6) exist, them it solution is not necessarily compact . this fact can easily be seen in example (4.3.1) .

## Chapter Five

## The Range of The

## Generalization Lyapunov

## Operator Equation

# The Range of The Generalization Lyapunov Operator Equations 

In This Chapter, we study the range of the generalization of continuous - time Lyapunov operator equations .

## (5.1) : The Rang of $\tau_{\underline{A B}}$ :

In this section, we study and discuss the properties of $\tau_{\mathrm{AB}}$.
Recall that, a linear mapping $\tau$ from a ring R it self is called a derivation, if $\tau(a b)=a \tau(a)^{b}$, for all $a, b$ in $R$, [8] .

Define the mapping $\tau=\mathrm{B}(\mathrm{H}) \rightarrow \mathrm{B}(\mathrm{H})$ by
$\left.\tau(\mathrm{X})=\tau_{\mathrm{AB}}(\mathrm{X})=\mathrm{A} * \mathrm{XB}+\mathrm{BXA}, \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})$.

Where A and B are fixed operators in B(H).
It is clear that the map $\tau_{\mathrm{AB}}$ is a linear map, in fact
$\tau_{\mathrm{AB}}\left(\alpha \mathrm{X}_{1}+\beta \mathrm{X}_{2}\right)=\mathrm{A}^{*}\left(\alpha \mathrm{X}_{1}+\beta \mathrm{X}_{2}\right) \mathrm{B}+\mathrm{B}\left(\alpha \mathrm{X}_{1}+\beta \mathrm{X}_{2}\right) \mathrm{A}$
$=\alpha A * X_{1} B+\beta A * X_{2} B+\alpha B X_{1} A+\beta B X_{2} A$
$=\alpha\left(\mathrm{A}^{*} \mathrm{X}_{1} \mathrm{~B}+\mathrm{B} \mathrm{X}_{1} \mathrm{~A}\right)+\beta\left(\mathrm{A}^{*} \mathrm{X}_{2} \mathrm{~B}+\mathrm{BX}_{2} \mathrm{~A}\right)$
$=\alpha \tau_{\mathrm{AB}}\left(\mathrm{X}_{1}\right)+\beta \tau_{\mathrm{AB}}\left(\mathrm{X}_{2}\right)$.

Also, the map $\tau_{\mathrm{AB}}$ is bounded, since :

$$
\begin{aligned}
\left\|\tau_{\mathrm{AB}}\right\|=\|\mathrm{A} * \mathrm{XB}+\mathrm{BXA}\| \leq & \|\mathrm{A} * \mathrm{XB}\|+\|\mathrm{BXA}\| \\
& \leq\|\mathrm{X}\|[2\|\mathrm{AB}\|]
\end{aligned}
$$

thus $\left\|\tau_{\mathrm{AB}}\right\| \leq \mathrm{M}\|\mathrm{X}\|$, where $\mathrm{M}=2\|\mathrm{AB}\|$,

So, $\tau_{\mathrm{AB}}$ is bounded.
The following remark shows that the mapping $\tau_{\mathrm{AB}}$ is not a derivation.

## Remark (5.1.1):-

Since $\tau_{\mathrm{AB}}(\mathrm{XY})=\mathrm{A}^{*}(\mathrm{XY}) \mathrm{B}+\mathrm{B}(\mathrm{XY}) \mathrm{A}$, and $\mathrm{X} \tau_{\mathrm{AB}}(\mathrm{Y})=\mathrm{X} . \mathrm{A} * \mathrm{YB}+\mathrm{XBYA}$.

Also, $\tau_{\mathrm{AB}}(\mathrm{X}) \mathrm{Y}=\mathrm{A} * \mathrm{XBY}+\mathrm{BXAY}$.

Then we can deduce that

$$
\tau_{\mathrm{AB}}(\mathrm{XY}) \neq \mathrm{X} \tau_{\mathrm{AB}}(\mathrm{Y})+\tau_{\mathrm{AB}}(\mathrm{X}) \mathrm{Y}
$$

## Proposition (5.1.1):-

(1)Range $\left(\tau_{\mathrm{AB}}\right)^{*}=$ Range $\left(\tau_{\mathrm{AB}}\right)$, if B is self— adjoint
(2) $\alpha$ Range $\left(\tau_{\mathrm{AB}}\right)=\operatorname{Range}\left(\tau_{\mathrm{AB}}\right)$

## Proof:-

(1) Since Range $\left(\tau_{A B}\right)^{*}=\left\{\left(A^{*} X B+B X A\right) *, X \downharpoonleft B(H)\right\}$.

Then Range $\left.\left(\tau_{\mathrm{AB}}\right)^{*}=\left\{(\mathrm{XB})^{*} \mathrm{~A}+\mathrm{A}^{*}(\mathrm{~B} \mathrm{X})^{*}, \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})\right\},=$

$$
\begin{aligned}
& \left\{B^{*} X^{*} A+A^{*} X^{*} B^{*}, X \downharpoonleft B(H)\right\}, \\
& =\left\{A^{*}-X^{*} B^{*}+B^{*} X^{*} A, . X \downharpoonleft B(H)\right\}
\end{aligned}
$$

Since $B$ is self $-\operatorname{adjoint}\left(B=B^{*}\right)$, then

Range $\left.\left(\tau_{\mathrm{AB}}\right)^{*}=\left\{\mathrm{A}^{*} \mathrm{X}^{*} \mathrm{~B}+\mathrm{B} \mathrm{X}^{*} \mathrm{~A}, \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})\right\}$,
$=\left\{A^{*} X_{1} B+B X_{1} A, X_{1} \downharpoonleft B(H)\right\}$,
where $X^{*}=X_{1}$ Therefore, Range $\left(\tau_{\mathrm{AB}}\right)^{*}=$ Range $\left(\tau_{\mathrm{AB}}\right)$.
(2) $\alpha$ Range $\left.\left(\tau_{\mathrm{AB}}\right)=\{\alpha(\mathrm{A} * \mathrm{XB}+\mathrm{BXA}), \mathrm{X}\rfloor \mathrm{B}(\mathrm{H})\right\}$,

$$
\begin{aligned}
& \left.=\left\{\mathrm{A}^{*}(\alpha \mathrm{X}) \mathrm{B}+\mathrm{B}\left({ }^{\mathrm{a}} \mathrm{X}\right) \mathrm{A}, \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})\right\}, \\
& =\left\{\mathrm{A}^{*} \mathrm{X}_{1} \mathrm{~B}+\mathrm{B} \mathrm{X}_{\mathrm{I}} \mathrm{~A}, \mathrm{X}_{1} \downharpoonleft \mathrm{~B}(\mathrm{H})\right\},
\end{aligned}
$$

where $\mathrm{X},=\alpha \mathrm{X}$, then
$\alpha$ Range $\left(\tau_{\mathrm{AB}}\right)=$ Range $\left(\tau_{\mathrm{AB}}\right)$.

The following remark shows that the mapping $\tau_{\mathrm{AB}}$ is not $*$. derivation.

## Remark (5.1.2):-

$$
\text { Since } \begin{aligned}
\tau_{\mathrm{AB}}(\mathrm{X} & +\mathrm{Y})=\mathrm{A}^{*}(\mathrm{X}+\mathrm{Y}) \mathrm{B}+\mathrm{B}(\mathrm{X}-\mathrm{Y}) \mathrm{A} \\
& =\mathrm{A} * \mathrm{XB}+\mathrm{A} * \mathrm{YB}+\mathrm{BXA}+\mathrm{BYA} \\
& =\mathrm{A} * \mathrm{XB}+\mathrm{BXA} 2+\mathrm{A} * \mathrm{YB}+\mathrm{BYA} \\
& =\tau_{\mathrm{AB}}(\mathrm{X})+\tau_{\mathrm{AB}}(\mathrm{Y}),
\end{aligned}
$$

Now, $\mathrm{X} \tau_{\mathrm{AB}}(\mathrm{X})+\tau_{\mathrm{AB}}(\mathrm{X}) \mathrm{X}^{*}$

$$
=\mathrm{X}\left(\mathrm{~A}^{*} \mathrm{XB}+\mathrm{BX} \mathrm{~A}\right)+\left(\mathrm{A}^{*} \mathrm{XB}+\mathrm{B} X \mathrm{~A}\right) \mathrm{X}^{*} .
$$

So, $\quad\left(X^{2}\right)=A * X^{2} B+B X^{2} A$, then,$\tau_{\mathrm{AB}}\left(\mathrm{X}^{2}\right) \neq \mathrm{X}^{\tau \mathrm{AB}}(\mathrm{X})^{\tau \mathrm{AB}}(\mathrm{X}) \mathrm{X}^{*}$.

## (5:2): The Range of $\tau_{A}:-$

In this section, we study and discuss the properties of $\tau_{\mathrm{A}}$
Define the mapping $\tau: \mathrm{B}(\mathrm{H}) \rightarrow \mathrm{B}(\mathrm{H})$ by:

$$
\left.\tau(\mathrm{X})=\tau_{\mathrm{A}}(\mathrm{X})=\left(\mathrm{A}^{*}\right)^{2} \mathrm{X}+\mathrm{XA}^{2}+\mathrm{tAXA}, \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H}) .
$$

Where $A$ is a fixed operator in $B(H)$ and $t$ is any scalar.
It is clear that the map $\tau_{\mathrm{A}}$ is a linear map. Also, the map $\tau_{\mathrm{A}}$ is bounded, since

$$
\begin{gathered}
\left\|\tau_{\mathrm{A}}\right\|=\left\|\left(\mathrm{A}^{*}\right)^{2} \mathrm{X}+\mathrm{XA}^{2}+\mathrm{tAXA}\right\| \leq\left\|\left(\mathrm{A}^{*}\right)^{2} \mathrm{X}\right\|+\left\|\mathrm{XA}^{2}\right\|+\|t\| \mathrm{AXA} \| \\
\leq\left\|\left(\mathrm{A}^{*}\right)^{2}\right\|\|\mathrm{X}\|+\|\mathrm{X}\|\left\|\mathrm{A}^{2}\right\|+\|\mathrm{t}\|\|\mathrm{A}\|\|\mathrm{X}\|\|\mathrm{A}\| \\
\leq\left\|\mathrm{A}^{2}\right\|\|\mathrm{X}\|+\|\mathrm{X}\|\left\|\mathrm{A}^{2}\right\|+\|+\| t \mid\|\mathrm{X}\|\left\|\mathrm{A}^{2}\right\| \\
\leq(2+\|t\|)\|\mathrm{A}\|^{2}\|\mathrm{X}\|
\end{gathered}
$$

Let $\quad M=(2+|t|)\|A\|^{2} \geq 0$.
SO $\quad\left\|\left(A^{*}\right)^{2} X+X A^{2}+t A X A\right\| \leq M\|X\|$.
then $\tau_{\mathrm{A}}$ is bounded .

The following steps show $\left(\operatorname{Range}\left(\tau_{\mathrm{A}}\right)\right)^{*} \neq \operatorname{Range}\left(\tau_{\mathrm{A}}\right)$

$$
\begin{aligned}
\left(\operatorname{Range}\left(\tau_{\mathrm{A}}\right)\right)^{*} & \left.=\left\{\left(\left(\mathrm{A}^{*}\right)^{2} \mathrm{X}+\mathrm{XA}^{2}+\mathrm{tAXA}\right)^{*}, \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})\right\} \\
& \left.=\left\{\mathrm{X}^{*}\left(\left(\mathrm{~A}^{*}\right)^{2}\right)^{*}+\left(\mathrm{A}^{2}\right)^{*} \mathrm{X}^{*} \mathrm{t}(\mathrm{XA})^{*} \mathrm{~A}^{*}, \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})\right\} \\
& \left.=\left\{\mathrm{X}^{*} \mathrm{~A}^{2}+\left(\mathrm{A}^{*}\right)^{2} \mathrm{X}^{*}+t \mathrm{~A}^{*} \mathrm{X}^{*} \mathrm{~A}^{*}, \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})\right\}
\end{aligned}
$$

Let $\mathrm{X} 1=\mathrm{X}^{*}$

$$
\left\{\left(\mathrm{A}^{*}\right)^{2} \mathrm{Xi}+\mathrm{X} 1 \mathrm{~A}^{2}+\mathrm{t} \mathrm{~A}^{*} \mathrm{X} 1 \mathrm{~A}^{*}, \mathrm{X} 1 \downharpoonleft \mathrm{~B}(\mathrm{H})\right\} \neq \operatorname{Range}\left(\tau_{\mathrm{A}}\right)
$$

$$
\text { Also, } \left.\left.\alpha \text { Range }\left(\tau_{\mathrm{A}}\right)=\alpha\left(\left(\mathrm{A}^{*}\right)^{2} \mathrm{X}+\mathrm{XA}^{2}+\mathrm{t} \mathrm{~A} \text { X A }\right), \mathrm{X}\right\rfloor \mathrm{~B}(\mathrm{H})\right\}
$$

$$
\begin{aligned}
& \left.=\left\{\alpha\left(\mathrm{A}^{*}\right)^{2} \mathrm{X}+\alpha \mathrm{X} \mathrm{~A}^{2}+\mathrm{t} \mathrm{~A}(\alpha \mathrm{X}) \mathrm{A}, \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})\right\} \\
& \left.=\left\{\left(\mathrm{A}^{*}\right)^{2}(\alpha \mathrm{X})+(\alpha \mathrm{X}) \mathrm{A}^{2}+\mathrm{t} \mathrm{~A}(\alpha \mathrm{X}) \mathrm{A}, \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})\right) .
\end{aligned}
$$

Let $\mathrm{X} 1=\alpha \mathrm{X}$

$$
\begin{gathered}
=\left\{\left(\mathrm{A}^{*}\right)^{2} \mathrm{X} 1+\mathrm{X} 1 \mathrm{~A}^{2}+\mathrm{t} \text { A XI A, X } 1{ }^{\mathrm{E}} \mathrm{~B}(\mathrm{H})\right\} \\
=\operatorname{Range}\left(\tau_{\mathrm{A}}\right) .
\end{gathered}
$$

The following remark shows the mapping $\tau_{\mathrm{A}}$ is not derivation.

## Remark (15.2.1) :

Since $\tau_{\mathrm{A}}(\mathrm{XY})=\left(\mathrm{A}^{*}\right)^{2}(\mathrm{XY})+(\mathrm{XY}) \mathrm{A}^{2}+\tau_{\mathrm{A}}(\mathrm{XY}) \mathrm{A}$, for all X , $\mathrm{Y} \downharpoonleft \mathrm{B}(\mathrm{H})$ and

$$
\begin{aligned}
& \mathrm{X} \tau_{\mathrm{A}} \mathrm{~A}(\mathrm{Y})=\mathrm{X}(\mathrm{~A})^{2} \mathrm{Y}+\mathrm{XY} \mathrm{~A}^{2}+\mathrm{X} \text { t A YA. } \\
& \text { Also, } \begin{aligned}
\tau_{\mathrm{A}}(\mathrm{X}) \mathrm{Y} & =\left(\left(\mathrm{A}^{*}\right)^{2} \mathrm{X}+\mathrm{XA}^{2}+\mathrm{tA} \mathrm{XA}\right) \mathrm{Y} \\
& =\left(\mathrm{A}^{*}\right)^{2} \mathrm{XY}+\mathrm{XA}^{2} \mathrm{Y}+\mathrm{t} \text { AX AY. }
\end{aligned}
\end{aligned}
$$

Then we can deduce that $\tau_{\mathrm{A}}(\mathrm{XY}) \neq \mathrm{X} \tau_{\mathrm{A}}(\mathrm{Y})+\tau_{\mathrm{A}}(\mathrm{X}) \mathrm{Y}$.

Now, the following remark shows the mapping $\tau_{\mathrm{A}}$ is also not *derivation.

## Remark (5.2.2):-

Since $\tau_{\mathrm{A}}(\mathrm{X}+\mathrm{Y})=\left(\mathrm{A}^{*}\right)^{2}(\mathrm{X}+\mathrm{Y})+(\mathrm{X}+\mathrm{Y}) \mathrm{A}^{2}+\mathrm{tA}(\mathrm{X}+\mathrm{Y}) \mathrm{A}$
$=\left(A^{*}\right)^{2} \mathrm{X}+\left(\mathrm{A}^{*}\right)^{2} \mathrm{Y}+\mathrm{XA}^{2}+\mathrm{Y}^{2}+\mathrm{tAXA}+\mathrm{tAYA}$

$$
\begin{aligned}
& =\left(\mathrm{A}^{*}\right)^{2} \mathrm{X}+\mathrm{XA}^{2}+\mathrm{tAXA}+\left(\mathrm{A}^{*}\right)^{2} \mathrm{Y}+\mathrm{YA}^{2}+\mathrm{tAYA} \\
& =\tau_{\mathrm{A}}(\mathrm{X})+\tau_{\mathrm{A}}(\mathrm{Y}) .
\end{aligned}
$$

Now,
$\mathrm{X} \tau_{\mathrm{A}}(\mathrm{X})+\tau_{\mathrm{A}}(\mathrm{X}) \mathrm{X}^{*}=\mathrm{X}\left(\mathrm{A}^{*}\right)^{2} \mathrm{X}+\mathrm{X}^{2} \mathrm{~A}^{2}+\mathrm{tXAXA}+\left(\mathrm{A}^{*}\right) 2 \mathrm{XX}^{*}+$ X A ${ }^{2} \mathrm{X}^{*} \mathrm{t}$ AXAX*.

So, $\quad \tau_{\mathrm{A}}\left(\mathrm{X}^{2}\right) \neq \mathrm{X} \quad \tau_{\mathrm{A}}(\mathrm{X}) \quad+\quad \tau_{\mathrm{A}}(\mathrm{X}) \quad \mathrm{X}^{*}$

Then $\tau_{\mathrm{A}}$ is not $*$ - derivation,

## (5.3): The Range of $\tau_{t A}$

In this section, we study and discuss the range of $\tau_{\mathrm{tA}}$, where

$$
\left.\tau(\mathrm{X})=\tau_{\mathrm{tA}}(\mathrm{X})=\mathrm{A}^{*} \mathrm{X}+\mathrm{tXA}, \mathrm{X}\right\rfloor(\mathrm{H})
$$

where $A$ is a fixed operator in $B(H), t$ is any scalar. The map $\tau_{t \mathrm{~A}}$ is a linear map.

$$
\begin{aligned}
\tau_{\mathrm{tA}} & \left(\alpha \mathrm{X}_{1}+\beta \mathrm{X}_{2}\right)=\mathrm{A}^{*}\left(\alpha \mathrm{X}_{1}+\beta \mathrm{X}_{2}\right)+\mathrm{t}\left(\alpha \mathrm{X}_{1}+\beta \mathrm{X}_{2}\right) \mathrm{A} \\
= & \alpha \mathrm{AX}_{1}+\beta \mathrm{A}^{*} \mathrm{X}_{2}+\operatorname{taX_{1}} \mathrm{A}+\mathrm{t} \beta \mathrm{X}_{2} \mathrm{~A} \\
= & \alpha \mathrm{A}^{*} \mathrm{X}_{1}+\alpha \mathrm{t} \mathrm{X}_{1} \mathrm{~A}+\beta \mathrm{A}^{*} \mathrm{X}_{2}+\beta \mathrm{t} \mathrm{X}_{2} \mathrm{~A} \\
= & \alpha\left(\mathrm{A} * \mathrm{X}_{1}+\mathrm{t} \mathrm{X}_{1} \mathrm{~A}\right)+\beta\left(\mathrm{A}^{*} \mathrm{X}_{2}+\mathrm{t} \mathrm{X}_{2} \mathrm{~A}\right) \\
= & \alpha \tau_{\mathrm{tA}}\left(\mathrm{X}_{1}\right)+\beta \tau_{\mathrm{tA}}\left(\mathrm{X}_{2}\right)
\end{aligned}
$$

Also, the map $\tau_{\mathrm{tA}}$ is bounded since,

$$
\begin{aligned}
& \left\|\tau_{\mathrm{tA}}\right\|=\left\|\mathrm{A}^{*} \mathrm{X}+\mathrm{tXA}\right\| \leq\left\|\mathrm{A}^{*} \mathrm{X}\right\|+\|\mathrm{t}\|\|\mathrm{XA}\| \\
& \leq\|\mathrm{X}\|[(\|\mathrm{A} *\|+\|\mathrm{t}\|)\|\mathrm{A}\|] .
\end{aligned}
$$

But A$\rfloor \mathrm{B}(\mathrm{H})$ and $\|\mathrm{A} *\|=\|\mathrm{A}\|$, thus $\left\|\tau_{\mathrm{tA}}\right\| \leq \mathrm{M}\|\mathrm{X}\|$, where $\mathrm{M}=(1+|\mathrm{t}|)\|\mathrm{A}\|$, so $\tau_{\mathrm{tA}}$ is bounded.

The following remark shows that the mapping $\tau_{\mathrm{tA}}$ is not derivation.

## Remark (5.3.1):-

Since $\tau_{\mathrm{tA}}(\mathrm{XY})=\mathrm{A}^{*}(\mathrm{XY}) \mathrm{t}(\mathrm{XY}) \mathrm{A}$, for all $\mathrm{X}, \mathrm{Y} \downharpoonleft \mathrm{B}(\mathrm{H})$ and $\mathrm{X} \tau_{\mathrm{tA}}(\mathrm{Y})=\mathrm{XA} \mathrm{A}^{*} \mathrm{Y}+\mathrm{tXYA}$.

Also, $\tau_{\mathrm{tA}}(\mathrm{X}) \mathrm{Y}=\mathrm{A}^{*} \mathrm{XY}+\mathrm{t} \mathrm{XYA}$.
Then, one can deduce that $\tau_{\mathrm{tA}}(\mathrm{XY}) \neq \mathrm{X} \tau_{\mathrm{tA}}(\mathrm{Y})+\tau_{\mathrm{tA}}(\mathrm{X}) \mathrm{Y}$.
it is easily seen that the mapping $\tau_{\mathrm{tA}}$ is not $*$ - derivation.

## Remark (5.3.2):-

Range $\left(\tau_{\mathrm{tA}}\right)^{*} \neq$ Range $\left(\tau_{\mathrm{tA}}\right)$.

Now, we have the following proposition.

## Proposition (5.3.1) :-

$$
\alpha \text { Range }\left(\tau_{\mathrm{tA}}\right)=\operatorname{Range}\left(\tau_{\mathrm{tA}}\right)
$$

## Proof:-

$$
\begin{aligned}
\alpha \text { Range }\left(\tau_{\mathrm{tA}}\right) & =\left\{\alpha\left(\mathrm{A}^{*} \mathrm{X}+\mathrm{tXA}\right), \mathrm{X} \downharpoonleft \mathrm{~B}(\mathrm{H})\right\} \\
& \left.=\left\{\mathrm{A}^{*}(\alpha \mathrm{X})+\mathrm{t}(\alpha \mathrm{X}) \mathrm{A}, \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})\right\}
\end{aligned}
$$

Let $\mathrm{X}_{1}=\alpha \mathrm{X}$, then:

$$
\begin{gathered}
\alpha \operatorname{Range}\left(\tau_{\mathrm{tA}}\right)=\left\{\mathrm{A} * \mathrm{X}_{1}+\mathrm{t} \mathrm{X}_{1} \mathrm{~A}, \mathrm{X}_{1} \downharpoonleft \mathrm{~B}(\mathrm{H})\right\} \\
=\operatorname{Range}\left(\tau_{\mathrm{tA}}\right)
\end{gathered}
$$

## (5.4): The Range of $\rho_{\underline{A B}}$ :

Define the mapping $\rho: B(H) \rightarrow B(H)$ by:

$$
\left.\mathrm{p}(\mathrm{X})=\rho_{\mathrm{AB}}(\mathrm{X})=\mathrm{A}^{*} \mathrm{BX}+\mathrm{XBA}, \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})
$$

Where A and B are fixed operators in B (H), and A* is the adjoint of A.

The map $\rho_{\mathrm{AB}}$ is a linear,

$$
\text { in fact } \begin{aligned}
\rho_{\mathrm{AB}} & \left(\alpha \mathrm{X}_{1}+\beta \mathrm{X}_{2}\right)+\mathrm{A} * \mathrm{~B}\left(\alpha \mathrm{X}_{1}+\beta \mathrm{X}_{2}\right)+\left(\alpha \mathrm{X}_{1}+\beta \mathrm{X}_{2}\right) \mathrm{BA} \\
& =\alpha \mathrm{A} * \mathrm{BX}_{1}+\beta \mathrm{A} * \mathrm{BX} X_{2}+\alpha \mathrm{X}_{1} \mathrm{BA}+\beta \mathrm{X}_{2} \mathrm{BA} \\
& =\alpha\left(\mathrm{A} * \mathrm{~B} \mathrm{X}_{1}+\mathrm{X}_{1} \mathrm{BA}\right)+\beta\left(\mathrm{A}^{*} \mathrm{BX}_{2}+\mathrm{X}_{2} \mathrm{BA}\right) \\
& =\alpha \rho_{\mathrm{AB}}\left(\mathrm{X}_{1}\right)+\beta \rho_{\mathrm{AB}}\left(\mathrm{X}_{2}\right) .
\end{aligned}
$$

Also, the map $\rho_{\mathrm{AB}}$ is bounded, since:

$$
\begin{array}{r}
\left\|\rho_{\mathrm{AB}}\right\|=\|\mathrm{A} * \mathrm{BX}+\mathrm{XBA}\| \leq\|\mathrm{A} * \mathrm{BX}\|+\|\mathrm{XBA}\| \\
\leq\|\mathrm{X}\|[2\|\mathrm{AB}\|]
\end{array}
$$

thus, $\left\|\rho_{\mathrm{AB}}\right\| \leq \mathrm{M}\|\mathrm{X}\|$, where $\mathrm{M}=2\|\mathrm{AB}\|$,
so, $\left\|\rho_{\mathrm{AB}}\right\|$ is bounded.

The following remark shows that the mapping ${ }^{\text {PAB }}$ is not derivation.

## Remark (5.4.1):-

$$
\begin{aligned}
& \text { Since } \left.\rho_{\mathrm{AB}}(\mathrm{XY})=\mathrm{A} * \mathrm{~B}(\mathrm{XY})+(\mathrm{XY})-\mathrm{I} 3 \mathrm{~A},{ }^{\forall} \mathrm{X}, \mathrm{Y}\right\rfloor \mathrm{B}(\mathrm{H}) \\
& \text { and } \mathrm{X} \rho_{\mathrm{AB}}(\mathrm{Y})=\mathrm{XA} * \mathrm{~B}(\mathrm{Y})+\mathrm{XYBA} . \\
& \text { Also, } \rho_{\mathrm{AB}}(\mathrm{X}) \mathrm{Y}=\mathrm{A}^{*} \mathrm{BXY}+\mathrm{XBAY} .
\end{aligned}
$$

Then we can get that:

$$
\rho_{\mathrm{AB}}(\mathrm{XY}) \neq \mathrm{X} \rho_{\mathrm{AB}}(\mathrm{Y})+\rho_{\mathrm{AB}}(\mathrm{X}) \mathrm{Y} .
$$

## Proposition (5.4.1) :

(1) Range $\left(\rho_{A B}\right)^{*}=$ Range $\left(\rho_{A B}\right)$, if $B$ is a self-adjoint operator.
(2) $\alpha$ Range $\left(\rho_{A B}\right)=$ Range $\left(\rho_{A B}\right)$.

## Proof:-

(1)Since Range $\left.\left(\rho_{A B}\right)^{*}=\left\{\left(A^{*} B X+X B A\right)^{*}, X\right\rfloor B(H)\right\}$,

$$
\left.=\left\{\mathrm{A}^{*} \mathrm{~B}^{*} \mathrm{X}^{*}+\mathrm{X}^{*} \mathrm{~B}^{*} \mathrm{~A}, \mathrm{X}\right\rfloor \mathrm{B}(\mathrm{H})\right\} .
$$

Since B is a self - adjoint operator, then:

$$
\begin{aligned}
& \text { Range }\left(\rho_{A B}\right)^{*}=\left\{A^{*} B X^{*}+X^{*} B A, X \downharpoonleft B(H)\right\} \\
& =\left\{A^{*} B X 1+X 1 B A, X 1 \downharpoonleft B(H)\right\} \\
& \quad \text { where X1 }=X^{*} . \text { Therefore, Range }\left(\rho_{A B}\right)^{*}=\text { Range }\left(\rho_{A B}\right)
\end{aligned}
$$

(2) $\alpha$ Range $\left(\rho_{A B}\right)=\{\alpha(A * B X+X B A): X \downharpoonleft B(H))$,

$$
\begin{aligned}
& \left.=\left\{A^{*} B(\alpha X)+(\alpha X) B A: X\right\rfloor B(H)\right\}, \\
& \left.=\left\{A^{*} B X 1+X 1 B A: X 1\right\rfloor B(H)\right\}
\end{aligned}
$$

where $\mathrm{X} 1=\alpha \mathrm{X}$, then :
$\alpha$ Range $\left(\rho_{\mathrm{AB}}\right)=$ Range $\left(\rho_{\mathrm{AB}}\right)$.

## Remark (5.4.2):-

The mapping $\rho_{\mathrm{AB}}$ is not $*$ - derivation.

## (5.5): The Range of $\mathrm{J}_{\text {AB }}$ :-

Define the mapping J: B $(\mathrm{H}) \rightarrow \mathrm{B}(\mathrm{H})$ by:

$$
\mathrm{J}(\mathrm{X})=\mathrm{J}_{\mathrm{AB}}(\mathrm{X})=\mathrm{BAX}+\mathrm{XAB}, \mathrm{X} \downharpoonleft \mathrm{~B}(\mathrm{H}),
$$

where $A$ and $B$ are fixed operators in $B(H)$.
The map $\mathrm{J}_{\mathrm{AB}}$ is linear.
Also, the map $\mathrm{J}_{\mathrm{AB}}$ is bounded, Since $\left\|\mathrm{J}_{\mathrm{AB}}\right\| \leq \mathrm{M}\|\mathrm{X}\|$, where
$M=2\|A B\|$.

## Remark (5.5.1):-

$$
\mathrm{J}_{\mathrm{AB}}(\mathrm{XY}) \neq \mathrm{J}_{\mathrm{AB}}(\mathrm{Y})+\mathrm{J}_{\mathrm{AB}}(\mathrm{X}) \mathrm{Y} .
$$

According to above remark, the mapping $\mathrm{J}_{\mathrm{AB}}$ is not a derivation.

## Proposition (2.5.1):-

(1) Range $\left(\mathrm{J}_{\mathrm{AB}}\right)^{*} \neq$ Range $\left(\mathrm{J}_{\mathrm{AB}}\right)$.
(2) $\alpha$ Range $\left(\mathrm{J}_{\mathrm{AB}}\right)=\operatorname{Range}\left(\mathrm{J}_{\mathrm{AB}}\right)$

## Proposition (5.5.2):-

If $A$ and $B$ are self - adjoint operators, then:

$$
\text { Range }\left(\mathrm{J}_{\mathrm{AB}}\right)^{*}=\operatorname{Range}\left(\mathrm{J}_{\mathrm{AB}}\right) .
$$

The proof of above propositions directly from definitions:

## Remark (5.5.2):-

$$
\mathrm{J}_{\mathrm{AB}}\left(\mathrm{X}^{2}\right) \# X \mathrm{~J}_{\mathrm{AB}}(\mathrm{X})+\mathrm{J}_{\mathrm{AB}}(\mathrm{X}) \mathrm{X} *
$$

According to the above remark, the mapping is not ${ }^{*}$ - derivation.

## (5.6): The Spectrum of $\tau_{\text {AB }}$

In this section, we study the relation between the spectra of $L_{A^{*}}$ $R_{B} \mathrm{RI}_{B} L_{A}$ with the spectra of $A^{*}, B$ and $A$ respectively.

Where $L_{A} *(X) \cdot A * X, R_{B}(X)=X B, R 1_{B}(X)=B X$, and $L_{A}(X)=X A$ Let $B(B(H))$ be the Banach algebra of operators of $B(H)$ considered as a Banach space.

## Definition (5.6.1), [11]:

Let $X$ be a Banach space over $€$, and let $T \downharpoonleft B(H)$, define :

$$
\left.\sigma_{\pi}(\mathrm{T})=\{\lambda\rfloor € ; \mathrm{T}-\lambda \mathrm{I} \text { is not bounded below }\right\}
$$

$\sigma_{\pi}(\mathrm{T})$ is called the approximate point spectrum of T .

An important subset of $\sigma_{\pi}(T)$ is the point spectrum or eigen values $X$ of $T$ which we denoted by $\sigma_{p}(T)$ where, $\left.\sigma_{\pi}(\mathrm{T})=\{\lambda\rfloor €: \operatorname{Ker}(\mathrm{T}-\lambda \mathrm{I}) \quad \neq\{0\}\right\}$.

Also, we define $\sigma_{\pi}(T)=\{\lambda\rfloor € ; T-\lambda I$ is not subjective $\}$,
$\sigma_{\pi}(\mathrm{T})$ is called the defect spectrum of T

## Notation (5.6.1), [21]:

For A, B G B(H), X is any Banach space, Let

$$
\begin{aligned}
& \text { 1. } \sigma(\mathrm{A})+\sigma(\mathrm{B})=\{\alpha+\beta: \alpha\rfloor \sigma(\mathrm{A}), \beta\rfloor \sigma(\mathrm{B})\}, \\
& \text { 2. } \left.\left.\sigma_{\pi}(\mathrm{A})+\sigma_{\pi}(\mathrm{B})=\{\alpha+\beta: \alpha\rfloor \sigma_{\pi}(\mathrm{A}), \beta\right\rfloor \sigma_{\pi}(\mathrm{B})\right\}, \\
& \text { 3. } \left.\left.\sigma_{\pi}(\mathrm{A})+\sigma_{\pi}(\mathrm{B})=\{\alpha \beta: \alpha\rfloor \sigma_{\pi}(\mathrm{A}), \beta\right\rfloor \sigma_{\pi}(\mathrm{B})\right\}, \\
& \text { 4. } \left.\left.\sigma_{\delta}(\mathrm{A})+\sigma_{\delta}(\mathrm{B})=\{\alpha+\beta: \alpha\rfloor \sigma_{\delta}(\mathrm{A}), \beta\right\rfloor \sigma_{\delta}(\mathrm{B})\right\}, \\
& \text { 5. } \left.\left.\sigma_{\delta}(\mathrm{A})+\sigma_{\delta}(\mathrm{B})=\{\alpha \beta: \alpha\rfloor \sigma_{\delta}(\mathrm{A}), \beta\right\rfloor \sigma_{\delta}(\mathrm{B})\right\} .
\end{aligned}
$$

In the following theorem we give the relation between the parts of spectrum of the sum of two operator A and. B define on a Banach space $X$ and the stun of the spectrum .

## Theorem (5.6.1),[22] :-

If $A, B\rfloor B(H)$, and $A B=B A$, then
(i) $\sigma_{\pi}(\mathrm{A}+\mathrm{B}) \div \sigma_{\pi}(\mathrm{A})+\sigma_{\pi}(\mathrm{B})$
(ii) $\sigma_{\pi}(\mathrm{AB}) \div \sigma_{\pi}(\mathrm{A}) \sigma_{\pi}(\mathrm{B})$.

## Corollary (5.6.1),[23]:-

If $A, B\rfloor B(H)$ and $A B=B A$ then :
(i) $\sigma_{\pi}(\mathrm{A}+\mathrm{B}) \div \sigma_{\pi}(\mathrm{A})+\sigma_{\pi}(\mathrm{B})$
(ii) $\sigma_{\pi}(\mathrm{AB}) \div \sigma_{\pi}(\mathrm{A}) \sigma_{\pi}(\mathrm{B})$.

In [22] , Herro proved that if X is a Hilbert space H then theorem (5.64) and corollary (5.6.1) become

## Remark (5.6.1) :-

If $A, B\rfloor B(H)$ and $A B=B A$ then

$$
\begin{aligned}
& \text { 1. } \sigma_{\pi}(\mathrm{A}+\mathrm{B})=\sigma_{\pi}(\mathrm{A})+\sigma_{\pi}(\mathrm{B}) \text { and } \sigma_{\pi}(\mathrm{AB})=\sigma_{\pi}(\mathrm{A}) \sigma_{\pi}(\mathrm{B}) . \\
& \text { 2. } \sigma_{\pi}(\mathrm{A}+\mathrm{B})=\sigma_{\pi}(\mathrm{A})+\sigma_{\pi}(\mathrm{B}) \text { and } \sigma_{\pi}(\mathrm{AB})=\sigma_{\pi}(\mathrm{A}) \sigma_{\pi}(\mathrm{B}) .
\end{aligned}
$$

Now, define the mapping $L$ and $R$ from $B(H)$ into $B(B(H))$ Such that

$$
\left.\left.\begin{array}{l}
\mathrm{L}_{\mathrm{A}}(\mathrm{X})=\mathrm{AX} \\
\mathrm{R}_{\mathrm{B}}(\mathrm{X})=\mathrm{XB}
\end{array}\right\} \quad \mathrm{~A}, \mathrm{~B}\right\rfloor \mathrm{B}(\mathrm{H}) .
$$

Now we return to our problem, we want to relate the spectra of $\mathrm{L}_{\mathrm{A}}$ and $R_{B}$ with the spectra of $A$ and $B$, respectively.

## Lemma (5.6.1), [23] :

Let $A, B\rfloor B(H)$, then :

1. $\sigma_{\pi}\left(\mathrm{L}_{\mathrm{A}}\right)=\sigma_{\pi}(\mathrm{A}), \sigma_{\delta}\left(\mathrm{R}_{\mathrm{B}}\right)+\sigma_{\pi}(\mathrm{B})$.
2. $\sigma_{\delta}\left(\mathrm{L}_{\mathrm{A}}\right)=\sigma_{\delta}(\mathrm{A}), \sigma_{\pi}\left(\mathrm{R}_{\mathrm{B}}\right)+\sigma_{\delta}(\mathrm{B})$.

According to above properties ,consider the following

## Corollary (5.6.2)

1. $\sigma_{\pi}\left(\tau_{\mathrm{AB}}\right)=\sigma_{\pi}\left(\mathrm{A}^{*}\right) \sigma_{\pi}(\mathrm{B})-\sigma_{\delta}(\mathrm{B}) \sigma_{\delta}(\mathrm{A})$.
2. $\sigma_{\delta}\left(\tau_{\mathrm{AB}}\right)=\sigma_{\delta}\left(\mathrm{A}^{*}\right) \sigma_{\delta}(\mathrm{B})-\sigma_{\pi}(\mathrm{B}) \sigma_{\pi}(\mathrm{A})$.
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## الههف الرئيس من هذا العمل يمكن تقسيمه إلى ثلاثة محاور رئيسية :

المحـور الأول - قمــا بتصسـين بعض المبرهــات لإثبـات وجـود وحدانيـة الحـل لمعــادلات ليبانوف أو شبه ليبانوف المؤثرة (المستمرة) .

المحور الثاني - دراسـة حل معادلـة ليبانوف المؤثرة لأنواع خاصـة من المؤثرات ، وكذللك دراسـة ومناقثــة وجود وحدانيـة الحل لمعـادلات ليبانوف وسلفستر المنقطعـة الموئثرة لأنـواع خاصة من المؤثرات بالإضافة إلى دراسة المدى .

المحور الثالث - هو دراسة المدى لمعادلات شبه لينانوف لأنواع خاصة من المؤثرات .

$$
\begin{aligned}
& \text { جـامـعـة سـانـت كــلـــمـنـت } \\
& \text { الــبريـطـانــــة - الــعر اق }
\end{aligned}
$$

حـول حـــول مـعــادلات لــــبــانــوف الخطـيـة المـؤثــرة المـستـمـرة و الــتقـطعـة

## رسالة مقدمة

إلى كلية العلوم / قسم الريـاضيـات
في جامعة سـاتت كليمنت البريطانية / العراق

وهي جزء من متطلبات نيل درجة فلسفة الدكتوراه في علوم الرياضيات

$$
\begin{gathered}
\text { عــامـر سـعـد ون نــا جـي الــعـمـر انــي } 2012
\end{gathered}
$$

